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Abstract

A better understanding of how the human auditory systemesgmts and analyzes
sounds and how hearing impairment affects such processinf dreat interest for
researchers in the fields of auditory neuroscience, auglipend speech communica-
tion as well as for applications in hearing-instrument apeesh technology. In this
thesis, the primary focus was on the development and evatuat a computational
model of human auditory signal-processing and percepfitre model was initially
designed to simulate the normal-hearing auditory systeth particular focus on
the nonlinear processing in the inner ear, or cochlea. Thdemwas shown to
account for various aspects of spectro-temporal procgssid perception in tasks of
intensity discrimination, tone-in-noise detection, faret masking, spectral masking
and amplitude modulation detection. Secondly, a seriespdr@ments was performed
aimed at experimentally characterizing the effects of tmamhdamage on listeners’
auditory processing, in terms of sensitivity loss and redutemporal and spectral
resolution. The results showed that listeners with conigaraudiograms can
have very different estimated cochlear input-output fiomd, frequency selectivity,
intensity discrimination limens and effects of simultangoand forward masking.
Part of the measured data was used to adjust the parametikesstfges in the model,
that simulate the cochlear processing. The remaining date wsed to evaluate the
fitted models. It was shown that an accurate simulation ohleas input-output
functions, in addition to the audiogram, played a major inl@ccounting both for
sensitivity and supra-threshold processing. Finally, tiawdel was used as a front-
end in a framework developed to predict consonant discatin in a diagnostic
rhyme test. The framework was constructed such that digaion errors originating
from the front-end and the back-end were separated. The-dmh was fitted to
individual listeners with cochlear hearing loss accordiognon-speech data, and
speech data were obtained in the same listeners. It was shaivmost observations
in the measured consonant discrimination error patterms predicted by the model,
although error rates were systematically underestimatekeomodel in few particular
acoustic-phonetic features. These results reflect a oaldtétween basic auditory
processing deficits and reduced speech perception perficaria the listeners with
cochlear hearing loss. Overall, this work suggests a plesgigplanation of the
variability in consequences of cochlear hearing loss. Thpgsed model might be an
interesting tool for, e.g., evaluation of hearing-aid silgorocessing.
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Resumeé

Der er stor interesse for en bedre forstaelse af hvordan eskats hgrelse analyserer
og repreesenterer lyde og for at forstd hvordan hgretabkaisignalbehandlingen
og opfattelsen af lyd. Disse aspekter er seerligt interéssian forskere indenfor
neurovidenskab, audiologi, talekommunikation og i anedsesomrader som i
hgreapparats og tale-teknologi. Det primaere fokus i deftrendling var udvikling
og evaluering af en beregningsmodel for auditiv signalbdhag og lydopfattelse hos
mennesker. Modellen blev fgrst udviklet til at simulere detmalthgrende auditive
system med fokus pa den ikke-lineaere processering i deg idr (cochlea). Det blev
vist, at modellen kunne forklare aspekter der vedrgrertspakmporal processering,
sdsom intensitets-diskrimination, detektering af tonshgj, tids-maskering (forward
masking), spektral maskering samt detektering af ammiuddulation. Dernaest
blev det undersggt hvordan man ved hjeelp af psykoakustikkpeementer kan
karakterisere den auditive signalbehandling hos hgreheslmmed hgretab i det
indre gre. Disse eksperimenter testede hgrbarhed santtueltarduceret oplgsning
i tid og frekvens. Resultaterne viste at personer med sarignetige audiogrammer
havde vidt forskellige udfald i forhold input-output fumder i cochlea, frekvens-
selektivitet, intensitets-diskrimination samt simultaraskering og tids-maskering.
En del af data blev brugt til at tilpasse parametre i de trirodeilen der simulerer
det indre gres funktion og formalet var at beskrive sigriadimellingen hos de malte
individer. De resterende data blev brugt til at evaluerdldagsede modeller. Udover
audiogrammet, viste det sig at veere vigtigt at kunne sineudechlear processeringen
preecist for at kunne beskrive bade harbarhed og sakaldtsgegrskel” processering.
Til sidst blev modellen brugt som “front-end” i et talegenkelses-system malrettet
mod at kunne forudsige data fra et specifikt taleeksperirfdiagnostic rhyme test).
Systemet var udviklet til at kunne separere konsonantddigkations fejl i fornold
til om de stammede fra modellens front-end eller detektackkend). Modellens
front-end blev pa baggrund af maskeringsdata tilpassetetisoner med hgretab
i det indre gre, og fejlrater i tale-eksperimentet blev nmalle samme personer.
Modellen kunne i de fleste betingelser forudsige mgnstedst malte konsonant-
diskriminations fejl. Disse resultater afspejler at deeersammenhaeng mellem den
forringede signalbehandling i hgrelsen og forveerret Hktelse hos hgreheemmede.



Samlet set bliver der i denne afhandling foreslaet en reekliggenforklaringer pa
variationen i hgrehaeemmedes lydopfattelse. Derudover lkanfdresldede model
muligvis veere interessant i anvendelse som et veerktgjngleleis til at evaluere
signalbehandlingen i hgreapparater.
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General introduction

Hearing loss affects the life of millions of people throughthe world. The increasing
population of elderly people and the present day noise exposf young people
are likely to further increase the number of people with imgarmpairment (HI)
over the next years. Impaired hearing ability has major equences for every-day
life, since acoustic communication is a primary source &rimation. Hearing-aid
technology has experienced a great evolution in the lastds; and modern hearing
aids undoubtedly help a large part of the HI people to restoi ability to function
in every-day situations. However, the performances intdagiay tasks which involve
hearing, e.g., understanding an acoustic message or sppeaahoisy environment,
vary substantially among hearing-aid users. Some expariemore benefit than
others.

There has been extensive research on understanding th@fuothearing and
how the human auditory system analyzes acoustic signalst #ak been learned over
the years but many aspects still remain unclear. The noyriatictioning auditory
system has an impressive capability to extract informaftiom a mixture of sounds
from an acoustic environment. The challenges are to ideatifound source and
disregard the irrelevant information, while still beingeaitive to new potentially
important acoustic events. Psychoacoustic measurenrentsaally used in research
on the processing in the human auditory systems. Severariexgnts, such as
the measurement of signal-detection thresholds in theepoesof a masker, have
been developed to gain insight into basic auditory functiBor example, notched-
noise masking and forward masking have typically been useaeasure the spectral
and temporal resolution of the system, respectively. Thefimodels of auditory
processing and perception has been to match the human rparfoe in tasks like
these.



2 1. General introduction

Computer models of the auditory system become more compkxrore we
understand about the underlying mechanisms of hearingihe@nehodels can account
for several fundamental aspects when simulating the padnces of humans in
certain tasks. However, there is still room for substaritigirovement, especially
regarding generalized models that can account for a broddtyaof data. Most
existing models can be expected to simulate the particslpecs which they were
specifically designed for. For example, models that havaded on the simulation of
precise temporal processing in the auditory periphery atenacessarily successful
when considering the auditory spectral analysis.

The signal processing of the inner ear, the cochlea, andriicpkar the basilar
membrane (BM) is of great importance for understanding #pability of the auditory
periphery to process complex sounds. The BM basicallyzesi frequency analyzer
which is highly nonlinear and has level-dependent comprassThis feature partly
explains our ability to perceive a wide dynamic range of ingnund pressure levels
which allows the subsequent neural system that has a veitgdirdynamic range to
further process the incoming information. The nonlingahniis several consequences
on spectro-temporal auditory processing. The sharpndse @fuditory filters reflects
the ability of frequency selectivity, and their bandwidta® level-dependent. The
cochlea also realizes a nonlinear gain which effectivelypléfias low-level input
signals. It thus seems that an appropriate simulation oftbeessing on the BM
is a key element in a successful model of the auditory system.

The most typical type of hearing loss is the so-called seénsoral hearing loss
(SNHL), which is a consequence of a dysfunction of sensoidedls within the
cochlea. A typical consequence of hair-cell loss is an ababBM processing.
Although there are substantial individual differences agiéhe people with this
type of hearing loss, the nonlinear gain is typically redlceChanges in the
compressive behavior of the BM affect the tuning of the aarglifilters, which have
been observed to be broader in listeners with SNHL. Suclctsffeave dramatic
perceptual consequences for the HI listeners, since tihdityato resolve sounds
in time and frequency is degraded. Individual differencestie basic auditory
processing may explain the variability in the severity ofntounication problems
across HI listeners as well as the varying benefit from corsgi@on by hearing-



aids. Itis likely that an individual characterization ofotdear processing is important
for a better understanding of the perceptual consequerfcescblear damage or
SNHL. Such characterization needs a set of critical expamis) psychoacoustic
or objective measures, and provides an "auditory profile"dach individual HI
listener, including substantial information in additianthe conventional audiogram.
Auditory processing models of individual hearing loss maypharticularly interesting
for the evaluation of novel hearing-aid processing and camsgtion strategies, or the
prediction of implications of hearing loss on speech imgdility and sound quality.

The most serious consequence of hearing loss is probabhetheed ability to
understand speech information in noisy backgrounds or imditions with multiple
speech sources. This has often been referred to as the ddogtty problem®”.
Psychoacoustic measures of speech intelligibility tyjbicastimate the signal-to-
noise ratio (SNR) at which a pre-defined amount of words,gmesl in a masking
condition, is correctly identified. This is reflected in me@s of the speech reception
threshold (SRT), hence it reflects an average long-ternopaeince. Other behavioral
measures of speech perception extract more detailed iaf@mmabout specific speech
recognition errors. For example, measures of consonantifigation in noise provide
detailed consonant confusion patterns. It is likely that¢tis a relation between these
speech measures and the outcomes of the non-speech psysiteplescribed earlier.
A computational model which appropriately simulates thecpssing in normal-
hearing (NH) and HlI listeners and further includes an appatg "central operator”,
such as an optimal detector or a recognizer, would providerg powerful tool to
explain the observed variation in the data, particularloagthe HI listeners. The
work presented in this thesis attempted to provide a stepisndirection in addition
to the capability to explain non-speech data.

This thesis presents the results of four interconnectedietu In Chapter 2,
a model of computational auditory signal processing ancgmion (CASP) is
described. It was developed to account for a variety of nmaskind discrimination
data by simulating the monaural signal processing of thematly-functioning
auditory system. It represents a further development okéstieg model of auditory
processing and the major modifications addressed the mamlgochlear processing
stage and the processing of amplitude modulations beyanddbhlear stage. The
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model is tested in conditions that critically depend on tperapriate simulation
of BM compression and spectral- and temporal resolutione &kperimental test
conditions are intensity discrimination, tone-in-noisetettion, spectral masking,
forward masking and the detection of amplitude modulations

In Chapter 3, a method to estimate BM processing in terms of its input-
output (I/0O) function is suggested. The results obtaineth whis method provide
valuable information about the state of the cochlea and eamskd for an individual
characterization of hearing loss. The method is based omefd masking paradigm
and allows robust estimates of BM compression in humans Wth normal and
impaired hearing. The method further provides an estimhteen"knee point" and
that allows estimation of an individual BM I/O function coireg a wider range of
input levels compared to the existing method.

Chapter 4 describes a method to experimentally characterize indali@&NHL
in terms of spectro-temporal processing and intensityluésn. The experimental
conditions include; the pure-tone audiogram, forward rimggknotched-noise mask-
ing and intensity discrimination. Data are collected fr@m listeners with SNHL and
three NH listeners. The measures of sensitivity to pures@aediogram) and forward-
masking thresholds are used to adjust the cochlear parenuétdhe CASP model in
order to account for individual hearing loss; one paramstefor each listener. The
analysis is focused on obtaining individual estimates gpt@priate simulations of
outer- and inner hair-cell losses. The individually fitteddwrls are evaluated in terms
of predicted sensitivity, BM tuning as well as simultaneoard forward masking
measured in a separate masking experiment.

In order to investigate the relation between auditory psetey and perception
of speech, the CASP model for normal and impaired hearingsél las a front-
end to a speech recognizer @hapter 5. Psychoacoustic measures of forward
masking and pure-tone sensitivity are performed in threteriiers with SNHL. The
procedure presented in Chapteis used to adjust the front-end parameters. Data
from a speech task are obtained by using the diagnostic rigst¢DRT). The DRT
data provide a detailed error pattern of consonant confiusibis investigated how
the measured error patterns match to the error patternsipeddoy the model. If
individual error patterns can be accounted for by the mdteh this would indicate



a clear relation between speech and non-speech psychophy¥éithin the modeling
framework it is required that errors from the front-end amdksend processing are
clearly separated. Otherwise it will not be possible to date whether the model’s
internal representation appropriately reflects the peuedpelevant features.

Finally, Chapter 6 summarizes the main findings and conclusions from the four
studies. Possible implications as well as an outlook atmtiateapplications are
discussed.
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2

A computational model of human
auditory signal processing
and perceptiont

A model of computational auditory signal processing anad@egtion (CASP)
is presented that accounts for various aspects of simatenand non-
simultaneous masking in human listeners. The model is basethe
modulation filterbank model described by Dati al. [J. Acoust. Soc.
Am., 102 2892-2905 (1997)] but includes major changes at periphera
and more central stages of processing. The model contaites-cand
middle-ear transformation, a nonlinear basilar-membranoeessing stage,
a hair-cell transduction stage, a squaring expansion, aptation stage,
a 150-Hz lowpass modulation filter, a bandpass modulaticerlfiink, a
constant-variance internal noise and an optimal detetéges The model
was evaluated in experimental conditions that reflect, tiffardnt degree,
effects of compression and spectral and temporal resalutioauditory
processing. The experiments include intensity discritdmawith pure
tones and broadband noise, tone-in-noise detection, rapacasking with
narrowband signals and maskers, forward masking with tégreals and
tone or noise maskers, and amplitude modulation detectibim marrow
and wideband noise carriers. The model can account for nfasteokey
properties of the data and is more powerful than the origmatlel. The
model might be useful as a front-end in technical applicatio

1 This chapter was published dspseret al. (2008.
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8 2. Modeling auditory signal processing

2.1 Introduction

There are at least two reasons why auditory processing matel constructed:
to represent the results from a variety of experiments withime framework and
to explain the functioning of the system. Specifically, m®ging models help
generate hypotheses that can be explicitly stated anditptavatly tested for complex
systems. Models of auditory processing may be roughly ifledsnto biophysical,
physiological, mathematical (or statistical) and peraaptmodels, depending on
which aspects of processing are considered. Most of the imadam be broadly
referred to as functional models, that is, they simulateegrpentally observed input-
output behavior of the auditory system without explicitlpdeling the precise internal
biophysical mechanisms involved.

The present study deals with the modeling of perceptual mggkhenomena,
with focus on effects of intensity discrimination and spalcand temporal masking.
Explaining basic auditory masking phenomena in terms osiggical mechanisms
has a long tradition. There have been systematic attempitsditting psychophysical
performance limits from the activity of auditory nerve (ANbers (e.g.,Siebert
1965 197Q Heinz et al,, 2001ab; Colburnet al, 2003, combining analytical and
computational population models of the AN with statistidatision theory. A general
result has been that those models that make optimal use a¥ailbble information
from the AN (e.g., average rate, synchrony, and nonlineas@imformation) typically
predict performance that is 1-2 orders of magnitude beltizn human performance,
while the trends often match well to human performance.

Other types of auditory masking models are to a lesser extespired by
neurophysiological findings and make certain simplifyirgsumptions about the
auditory processing stages. Such an "effective” modeltragegyy does not allow
conclusions about the details of signal processing at aonalievel. On the other
hand, if the effective model accounts for a variety of ddti, $uggests certain general
processing principles. These, in turn, may motivate thecketor neural circuits
in corresponding physiological studies. Models of tempgracessing typically
consist of an initial stage of bandpass filtering, reflectireimplified action of basilar
membrane (BM) filtering. Each filter is followed by a nonlinefevice. In recent



2.1 Introduction 9

models, the nonlinear device typically includes two preess half-wave rectification
and a compressive nonlinearity, resembling the compreasput-output function on
the BM (e.g.,Ruggero and Rich1991 Oxenham and Moorel994 Oxenham and
Plack 1997 Plack and Oxenhanl998 Placket al, 2002. The output is fed to
a smoothing device implemented as a lowpass filgergeister 1979 or a sliding
temporal integrator (e.gMooreet al, 1988. This is followed by a decision device,
typically modeled as the signal-to-noise ratio. Forward backward masking have
been accounted for in terms of the build-up and decay preseasthe output of
the sliding temporal integrator. The same model structa® diso been suggested
to account for other phenomena associated with temporalutegsn, such as gap
detection and modulation detection (e\jemeister 1979.

An alternative way of describing forward masking is in termf neural
adaptation (e.g.Jesteadet al, 1982 Nelson and Swain1996 Oxenham 2001
Meddis and O’'Margd2005. A few processing models include adaptation and account
for several aspects of forward masking (eBau et al, 1996ab; Buchholz and
Mourjoloulus 2004ab; Meddis and O’'Mard2005. It appears that the two types of
models, temporal integration and adaptation, can leadndasiresults even though
seemingly conceptually differenDkenham2001; Ewertet al., 2007).

Dauet al. (19964 proposed a model to account for various aspects of simadtan
ous and non-simultaneous masking using one framework. Taehncludes a linear
one-dimensional transmission line model to simulate BMfittg (Strube 1985, an
inner-hair-cell transduction stage, an adaptation st&gschel 1988 and an 8-Hz
modulation lowpass filter, corresponding to an integratiioe constant of 20 ms. The
adaptation stage in that model is realized by a chain of fivpld nonlinear circuits,
or feedback loops Riischel 1988 Dauet al, 19963. An internal noise is added to
the output of the preprocessing that limits the resolutibthe model. Finally, an
optimal detector is attached that acts as a matched filtgmiogess. An important
general feature of the model Bfau et al. (19964 is that, once it is calibrated using
a simple intensity discrimination task to adjust its intdrnoise variance, it is able
to quantitatively predict data from other psychoacoustjpegiments without further
fitting. Part of this flexibility is caused by the use of the oied filter in the decision
process. The optimal detector automatically “adapts” éodirrent task and is based
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on the cross-correlation of a template, a supra-threslepléesentation of the signal to
be detected in a given task, with the internal signal reptegéen at the actual signal
level.

In a subsequent modeling studydu et al,, 1997ab), the gammatone filterbank
model of Pattersonet al. (1995 was used instead of Strube’s transmission-line
implementation, because its algorithm is more efficient taedbandwidths matched
estimates of auditory-filter bandwidths more closely. Thedniation lowpass
filter was replaced by a modulation filterbank, which enalbhes model to reflect
the auditory system’s high sensitivity to fluctuating sosirehd to account for
amplitude modulation (AM) detection and masking data (8gcon and Grantham
1989 Houtgast 1989 Dau et al, 1997a Verhey et al, 1999 Piechowiaket al,
2007. The modulation filterbank realizes a limited-resolutaeromposition of the
temporal modulations and was inspired by neurophysio@diicdings in the auditory
brainstem (e.g.Langner and Schreine988 Palmer 1995. The parameters of
the filterbank were fitted to perceptual modulation maskiaténd are not directly
related to the parameters from physiological models thatrilee the transformation
from a temporal neural code into a rate based representatiéiM in the auditory
brainstemi(angner 1981, Hewitt and Meddis1994 Nelson and Carne2004 Dicke
et al, 2007).

The preprocessing of the model describedgu et al. (1996a 19973 has
been used in a variety of applications, e.g., for assesgegch quality lansen
and Kollmeier 1999 2000, predicting speech intelligibilityHolube and Kollmeier
1996, as a front-end for automatic speech recognitibechorz and Kollmeigrli999),
for objective assessment of audio qualitiAuper and Kollmeigr2006 and signal-
processing distortiorRlasberg and Kleijri2007). The model has also been extended
to predict binaural signal detectiorBrieebaaret al, 2001ab,c) and across-channel
monaural processingP{echowiaket al., 2007).

However, despite some success with the modé)ati et al. (19973, there are
major conceptual limitations of the approach. One of thesthat the model does
not account for nonlinearities associated with basilamimene processing, since it
uses the (linear) gammatone filterbamattersoret al., 1995. Thus, for example,
the model must fail in conditions which reflect level-depemidfrequency selectivity,
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such as in spectral masking patterns. Also, even though tltehincludes effects of
adaptation which account for certain aspects of forwardkingsit must fail in those
conditions that directly reflect the nonlinear transforimabn the BM. This, in turn,
implies that the model will not be able to account for consswpes of sensorineural
hearing impairment for signal detection, since a realistichlear representation of
the stimuli in the normal system is missing as a reference.

Implementing a nonlinear BM processing stage in the franmkewbthe model is
a major issue, since the interaction with the successitie stad dynamic processing
stages can strongly affect the internal representatiomefstimuli at the output of
the preprocessing, depending on the particular experaheahdition. For example,
how does the level-dependent cochlear compression dffecesults in conditions of
intensity discrimination? To what extent are the dynamaprties of the adaptation
stage affected by the fast-acting cochlear compression? t Whae influence of
the compressive peripheral processing on the transfasmati modulations in the
model? In more general terms, the question is whether a raddifbdel that includes
a realistic (but more complex) cochlear stage eatendthe predictive power of the
original model. If this cannot be achieved, major concelpthanges of the modeling
approach would most likely be required.

In an earlier study Derleth et al,, 2007), it was suggested how the model of
Dauet al. (1997ab), referred to in the following as the “original model”, cdube
modified to include fast-acting compression, as found in Blgcpssing. Different
implementations of fast-acting compression were tesitterehrough modifications
of the adaptation stage, or by using modified, level-depethdemmatone filtersJar-
ney, 1993. Derlethet al. (2007 found that the temporal adaptive properties of the
model were strongly affected in all implementations of fasting compression; their
modified model thus failed in conditions of forward maskittgwas concluded that,
in the given framework, the model would only be able to actdanthe data when
an expansion stage after BM compression was assumed (whuakd then partly
compensate for cochlear compression). However, correspgmexplicit predictions
were not generated in their study.

Several models of cochlear processing have been develepeditly (e.g.Heinz
et al, 2001h Meddiset al, 200 Zhanget al, 2001, Bruceet al,, 2003 Irino and
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Patterson2006 which differ in the way that they account for the nonlingas in
the peripheral transduction process. In the present stiuelgual-resonance nonlinear
(DRNL) filterbank described biveddiset al. (2001 was used as the peripheral BM
filtering stage in the model - instead of the gammatone fittekb In principle, any of
the above cochlear models could instead have been intdgrettee present modeling
framework. The DRNL was chosen since it represents a coripugly efficient
and relatively simple functional model of peripheral pregiag. It can account
for several important properties of BM processing, suchraguency- and level-
dependent compression and auditory-filter shape in anifhddiset al., 2001). The
DRNL structure and parameters were adopted to develop arhoathlear filterbank
model bylLopez-Poveda and Medd{&001), on the basis of pulsation-threshold data.
In addition to the changes at BM level, several other sultisfachanges in the
processing stages of the original model were made. The atimtivwas to incorporate
findings from other successful modeling studies in the prieBamework. Models
of human outer- and middle-ear transformations were ireziud the current model,
none of which were considered in the original model. An esji@mstage, realized
as a squaring device, was assumed after BM processing, e terporal-window
model Plack and Oxenhaml998 Plack et al, 2002. Also, certain aspects of
modulation processing were modified in the processing,vatgtd by recent studies
on modulation detection and maskirigert and Dap200Q Kohlrauschet al., 2000.
The general structure of the original perception model,dvax; was kept the same.
The model developed in this study, referred to as the cortiputd auditory
signal processing and perception (CASP) model in the foligwwas evaluated
using a set of critical experiments, including intensitgadimination using tones and
broadband noise, tone-in-noise detection as a functioheofdne duration, spectral
masking patterns with tone and narrow-band noise signadsnaaskers, forward
masking with noise and tone maskers, and amplitude moduld#tection with wide-
and narrow-band noise carriers. The experimental data fh@se conditions can
only be accounted for if the compressive characteristidslam spectral and temporal
properties of auditory processing are modeled appropyiafeo the knowledge of
the authors, no model is currently available that can adcfmurithe data from all the
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conditions listed above, without changing the model patarsesubstantially from
one condition to the next.
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2.2 Description of the model

2.2.1 Overall structure

Figure 2.1 shows the structure of the CASP modelThe first stages represent the
transformations through the outer and the middle ear, whiere not considered in
Dauet al. (1997ab). A major change to the original model was the implemeniatio
of the DRNL filterbank. The hair-cell transduction, i.e.getlransformation from
mechanical vibrations of the BM into inner hair-cell reaappotentials, and the
adaptation stage are the same as in the original model. Hoya@gquaring expansion
was introduced in the model after hair-cell transductiaflecting the square-law
behavior of rate-versus-level functions of the neural oese in the auditory nerve
(Yateset al, 1990 Muller et al, 1991. In terms of envelope processing, a 1st-
order 150-Hz lowpass filter was introduced in the procespiig to the modulation
bandpass filtering. This was done in order to limit sensjtitdb fast envelope
fluctuations, as observed in amplitude-modulation deiactixperiments with tonal
carriers Ewert and Dapy200Q Kohlrauschet al,, 2000. The transfer functions of the
modulation filters and the optimal detector are the sameesinghe original model.
The details of the processing stages are presented below.

2.2.2 Processing stages in the model
Outer- and middle-ear transformations

The input to the model is a digital signal, where an amplitatié corresponds to a
maximum sound pressure level of 100 dB. The amplitudes ofitpeal are scaled
to be represented in units of Pa prior to the outer-ear filteri The first stage of
auditory processing is the transformation through outet middle ear. As in the
study of Lopez-Poveda and Medd{®002), these transfer functions were realized
by two linear-phase finite impulse response (FIR) filterse Dhter-ear filter was a

2 MATLAB implementations of the model stages are available undee name ’'Compu-
tational Auditory Signal-processing and Perception (CASRodel’ on our lab’'s website:
http://www.dtu.dk/centre/cahr/downloads.aspx. Impletagons of stages from earlier papers are also
included, e.gDauet al.(1996a 19973
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Figure 2.1: Block diagram of the model structure. See texafdescription of each stage.

headphone-to-eardrum transfer function for a specificqgddieadphonefRralong and
Carlile, 1996. It was assumed that the headphone brand only has a minoeric#,

as long as circumaural, open and diffuse-field equalizedlityuheadphones are
considered, as was done in the present study. The middi@teawas derived from
human cadaver dat&podeet al, 1994 and simulates the mechanical impedance
change from the outer ear to the middle ear. The outer- andlleighr transfer
functions correspond to those describedliopez-Poveda and Medd{2001, their
Fig. 2). The combined function has a symmetric bandpassactarstic with a
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maximum at about 800 Hz and slopes of 20 dB/decade. The oofphis stage
is assumed to represent the peak velocity of vibration asthges as a function of
frequency.

The dual-resonance nonlinear (DRNL) filterbank

Meddis et al. (2001) developed an algorithm to mimic the complex nonlinear BM
response behavior of physiological chinchilla and guinep gbservations. This
algorithm includes two parallel processing paths, a line@e and a compressive
nonlinear one, and its output represents the sum of the tsugthe two paths. The
complete unit has therefore been called the dual-resormzo@ear (DRNL) filter.
The structure of the DRNL filter is illustrated in Fig.1 The linear path consists
of a linear gain function, a gammatone bandpass filter andvadss filter. The
nonlinear path consists of a gammatone filter, a compreésnaion which applies
an instantaneous broken-stick nonlinearity, another gatone filter and, finally, a
lowpass filter. The output of the linear path dominates thre atihigh signal levels
(above 70-80 dB SPL). The nonlinear path behaves linealbnasignal levels (below
30-40 dB SPL) and is compressive at medium levels (40-70 dB.SR Meddiset
al. (2001, the model parameters were fitted to physiological datdhabthe model
accounted for a range of phenomena, including iso-velamtytours, input-output
functions, phase responses, two-tone suppression, impegponses and distortion
products. In a subsequent study, the DRNL filterbank was fieodin order to
simulate the properties of theumancochlea lLopez-Poveda and Meddi2003),
by fitting the model parameters to psychophysical pulsativashold dataRlack
and Oxenham2000. These data have been assumed to estimate the amount of
peripheral compression in human cochlear processing. ataeters of their model
were estimated for different signal frequencies angez-Poveda and Medd{2001)
suggested how to derive the parameters for a complete &hérb

The CASP model includes the digital time-domain implemgorteof the DRNL
filterbank described byLopez-Poveda and Meddf2001). However, slight changes
in some of the parameters were made. The amount of compnessis adjusted
to stay constant above 1.5 kHz, whereas it was assumed &as®icontinuously in
the original parameter set. This modification is consisteitlt recent findings of
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Lopez-Povedat al. (2003 andRosengarctt al. (2005, where a constant amount of
compression was estimated at signal frequencies of 2 andz4 tk$ed on forward
masking experiments. A table containing the parametetsatbee modified is given
in Sec.2.7. For implementation details, the reader is referretldpez-Poveda and
Meddis(2001).

Some of the key properties of the implemented DRNL filter &féected in the
input/output (I/O) functions at different characteristiequencies (CF). Figur2.2A
shows I/O functions of the filters at 0.25, 0.5, 1 and 4 kHz. Tt#b-kHz function
(dotted curve) is linear up to an input level of 60 dB SPL, arddmes compressive
at the highest levels. With increasing CF, the level at wlichpression begins to
occur decreases. It is well known that the compressive ctaistics of the BM
are most prominent near CF (0.2-0.5 dB/dB), at least for Gfewe about 1 kHz,
whereas the response is close to linear (0.8-1.0 dB/dB)}ifoutation at frequencies
well below CF (e.g.Ruggeroet al, 1997). Figure2.2B shows the I/O functions
for the filter centered at 4 kHz in response to tones with séweput frequencies (1,
2.4, 4, 8 kHz). It can be seen that the largest response isajgneroduced by on-
frequency stimulation (4 kHz). The 1/O functions for stiratibn frequencies below
CF are linear. The response to a tone with a frequency ongeatmve CF (8 kHz)
is compressive (dotted curve), but at a very low level.

Associated with the compressive transformation for oiency stimulation and
the less compressive (close to linear) response to ofts&regy stimulation is the level-
dependent magnitude transfer function of the filter. Thegfer function (normalized
to the maximal tip gain) for the DRNL filter tuned to 1 kHz (sbturves) is shown
for input levels of 30 dB SPL (panel C), 60 dB SPL (panel D) aAdiB SPL (panel
E). For comparison, the dashed curves indicate the trahsifetion of the 4th-order
gammatone filter at the same CF. At the lowest level, 30 dB 8t transfer function
of the DRNL is very similar to that of the gammatone filter. Tiendwidth of the
DRNL filter increases with level and the filter becomes insiegly asymmetric. With
increasing level, the best frequency, i.e., the stimulegdency that produces the
strongest response, shifts toward lower frequencieslasitoi physiological data from
animals at higher frequencies (e.Ruggeroet al, 1997. Behavioral data from
Moore and Glasber{003 indicated that this shift may not occur at the 1-kHz site



18 2. Modeling auditory signal processing

1/0—func., different CFs CF = 4 kHz, different stim freq

------- 0.25 kHz 4B = ==1KkHz
0.50 kHz

| |
I N
o o

>

DRNL output (dB re 1 m/s)
&
o

-80
-100 -
0 30 60 90 0 30 60 90
Input level (dB SPL)
_ Iso—intensity response functions
x
I
g 0
o
g 20
5
g
3 -40
-
P4
X _60

0.5 1 1.5 0.5 1 15 0.5 1 15
Frequency [kHz]

Figure 2.2: Properties of the DRNL filterbank. Panel A shdwesihput/output functions for on-frequency
stimulation at different characteristic frequencies (dFgnel B shows the input/output functions for the
filter with CF = 4 kHz, for tones with frequencies of 1, 2.4, da&hkHz. The solid curves in panels C, D
and E show the normalized magnitude transfer functions of R Dfilter tuned to 1 kHz for input levels
of 30, 60 and 90 dB SPL, respectively. The dashed curvesdtaiihe transfer function of the corresponding
4th-order gammatone filter.

in humans. Nevertheless, the implementation as suggestddpez-Poveda and
Meddis (2001) was kept in the present study. The output of the DRNL filtakba
is a multi-channel representation, simulating the temlpaugout activity in various
frequency channels. Each channel is processed indepénutetite following stages.
The distance between center frequencies in the filterbamkd®quivalent rectangular
bandwidth, representing a measure of the critical bandwafithe auditory filters as
defined byGlasberg and Moorgl990.
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Mechanical-to-neural transduction and adaptation

The hair-cell transduction stage in the model roughly sated the transformation of
the mechanical BM oscillations into receptor potentials.ifthe original model, this
transformation is modeled by half-wave rectification faled by a 1st-order lowpass
filter (Schroeder and Halll974 with a cutoff frequency at 1 kHz. The lowpass
filtering preserves the temporal fine structure of the sigiidbw frequencies and
extracts the envelope of the signal at high frequen&tainier and Russell986. The
output is then transformed into an intensity-like repréagon, by applying a squaring
expansion. This step is motivated by physiological findin§84uller et al. (1991
and Yateset al. (1990 which provided evidence for a square-law behavior of rate-
versus-level functions of auditory-nerve fibers near ANgmold (in guinea pigs). The
output of the squaring device serves as the input to the atiaptstage of the model
which simulates adaptive properties of the auditory peniph Adaptation refers to
dynamic changes of the gain in the system in response to ekanginput level.
Adaptation has been found physiologically at the level & #uditory nerve (e.g.,
Smith, 1977 Westermann and Smitii984). In the present model, the effect of
adaptation is realized by a chain of five simple nonlineasuiis, or feedback loops,
with different time constants as described Pirschel(1988 andDau et al. (1996a
19973. Each circuit consists of a lowpass filter and a divisionrapen. The
lowpass filtered output is fed back to the denominator of tivesak element. For
a stationary input signal, each loop realizes a squareeampression. Such a single
loop was first suggested [Siebert(1968 as a phenomenological model of auditory-
nerve adaptation. The output of the series of five loops ambres a logarithmic
compression for stationary input signals. For input vaoiet that are rapid compared
to the time constants of the low-pass filters, the transftiondahrough the adaptation
loops is more linear, leading to an enhancement of fast temhpariations or onsets
and offsets at the output of the adaptation loops. The timetants, ranging between
5 and 500 ms, were chosen to account for perceptual forwaskintadata Dau
et al, 19963. In response to signal onsets, the output of the adaptétiops is
characterized by a pronounced overshoot.Oau et al. (19973, this overshoot was
limited, such that the maximum ratio of onset response dot#i and steady-state
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response amplitude was 10. This version of the adaptatémestas also used in the
CASP model.

Modulation processing

The output of the adaptation stage is processed by a lst-londpass filter with a
cutoff frequency at 150 Hz. This filter simulates a decremsensitivity to sinusoidal
modulation as a function of modulation frequendwert and Dau200Q Kohlrausch
et al, 2000. The lowpass filter is followed by a modulation filterbankaeThighest
modulation filter center frequencies in the filterbank angtid to one quarter of the
center frequency of the peripheral channel driving therbi@k, and maximally to
1000 Hz, motivated by results from physiological recorginélLangner and Schreiner
(1988 andLangner(1992. The lowest modulation filter is a 2nd-order lowpass filter
with a cutoff frequency at 2.5 Hz. The modulation filters tdrte 5 and 10 Hz have
a constant bandwidth of 5 Hz. For modulation frequenciedtabove 10 Hz, the
modulation filter center frequencies are logarithmicattpgled and the filters have a
constant Q value of 2. The magnitude transfer functions efitters overlap at their
—3 dB points. As in the original model, the modulation filtere abmplex frequency-
shifted first-order lowpass filters. These filters have a dermpalued output and
either the absolute value of the output or the real part candosidered. For the
filters centered above 10 Hz, the absolute value is congldeféis is comparable
to the Hilbert envelope of the bandpass filtered output ag @mveys information
about the presence of modulation energy in the respectidutation band, i.e., the
modulation phase information is strongly reduced. This ifnie with the observation
of decreasing monaural phase discrimination sensitivityniodulation frequencies
above about 10 HzZOau et al, 1996a Thompson and Daw2008. For modulation
filters centered at and below 10 Hz, the real part of the filtgpuot is considered.
In contrast to the original model, the output of modulatidtefs above 10 Hz was
attenuated by a factor af'2, so that the rms value at the output is the same as for
the low-frequency channels in response to a sinusoidal AMitisignal of the same
modulation depth.
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The decision device

In order to simulate limited resolution, a Gaussian-disiied internal noise is added
to each channel at the output of the modulation filterbanle Vidriance of the internal
noise was the same for all peripheral channels and was adjgst that the model
predictions followed Weber’s law in an intensity discriration task. Specifically,
predictions were fitted to intensity discrimination dateadf-kHz pure-tone at 60 dB
SPL and of broadband noise at medium sound pressure levaks.representation
of the stimuli after the addition of the internal noise isemeéd to as the “internal
representation”. The decision device is realized as amagptdetector, as in the
original model. Within the model, it is assumed that the sabjs able to create a
“template” of the signal to be detected. This template isdated as the normalized
difference between the internal representation of the araglus a suprathreshold
signal representation and that of the masker alone. Thdagerp a three-dimensional
pattern, with axes time, frequency and modulation frequeBairing the simulation
procedure, the internal representation of the masker éoredculated and subtracted
from the internal representation in each interval of a gitreal. Thus, in the signal
interval, the difference contains the signal, embeddechiernal noise, while the
reference interval(s) contain internal noise only. Fock#stic stimuli, the reference
and signal intervals are affected both by internal noisdmritie external variability of
the stimuli. The (non-normalized) cross-correlation Gioeft between the template
and the difference representations is calculated, and isideds made on the basis
of the cross-correlation values obtained in the differamgrvals. The interval that
produces the largest value is assumed to be the signalahterhis corresponds to
a matched-filtering process (e.@Green and Swetd 966 and is described in more
detail inDauet al. (19963.
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2.3 Experimental method

The experimental method, stimulus details and simulatiraimeters are described
below. In the present study, data were collected for toresise detection and
forward masking, while the data on intensity discriminafiepectral masking and
modulation detection were taken from the literatufg®tsmaet al., 198Q Moore et
al., 1998 Dauet al,, 1997a Viemeister 1979.

2.3.1 Subjects

Four normal-hearing listeners, aged between 24 and 28 ,yparicipated in the
experiments. They had pure-tone thresholds of 10 dB HL aebé&r frequencies
between 0.25 and 8 kHz. One subject was the first author anéxmetience with
psychoacoustic experiments. The other three subjects bgatior experience in
listening tests. These three subjects were paid for theticgzation on an hourly
basis and received 30 minute training sessions before eaglerperiment. There
were no systematic improvements in thresholds during thieseoof the experiments.
Measurement sessions ranged from 30 to 45 minutes depesfdimgsubject’s ability
to focus on the task. In all measurements, each subject ebeapat least three runs
for each condition.

2.3.2 Apparatus and procedure

All stimuli were generated and presented using the AFCHaolfor Matlab
(Mathworks), developed at the University of Oldenburg, i@any, and the Technical
University of Denmark (DTU). The sampling rate was 44.1 khizl &ignals were
presented through a personal computer with a high-end,it2delnndcard (RME
DIGI 96/8 PAD) and headphones (Sennheiser HD-580). Thenlsts were seated
in a double-walled, sound insulated booth with a computenitog which displayed
instructions and gave visual feedback.

A three-interval, three-alternative forced choice (3-Af@radigm was used in
conjunction with an adaptive 1-up-2-down tracking rule.isTtiacked the point on
the psychometric function corresponding to 70.7% corrébie initial step size was



2.3 Experimental method 23

4 dB. After each second reversal, the step size was halvédauntnimum step size
of 0.5 dB was reached. The threshold was calculated as thagevef the level at
six reversals at the minimum step size. The computer modigplayed a response
box with three buttons for the stimulus intervals in a trihe subject was asked to
indicate the interval containing the signal. During stimaijpresentation, the buttons in
the response box were successively highlighted in time thighappropriate interval.
The subject responded via the keyboard and received imteddizdback on whether
the response was correct or not.

2.3.3 Stimuli
Intensity discrimination of pure tones and broadband noise

The data on intensity discrimination of a 1-kHz tone and tb@and noise were taken
from Houtsmaet al. (1980. The just noticeable level difference was measured as a
function of the standard (or reference) level of the toneaise, which was 20, 30, 40,
50, 60 or 70 dB SPL. The duration of the tone was 800 ms, inetpdP5-ms onset
and offset raised-cosine ramps. The noise had a duratio@@fiBcluding 50-ms
raised-cosine ramps.

Tone-in-noise simultaneous masking

Detection thresholds of a 2-kHz signal in the presence of isenmasker were
measured for signal durations from 5 to 200 ms, includingi@sgaised-cosine ramps.
The masker was a Gaussian noise that was bandlimited towefrey range from 0.02
to 5 kHz. The masker was presented at a level of 65 dB SPL and laadation of
500 ms including 10-ms raised-cosine ramps. The signal @mparally centered in
the masker.

Spectral masking with narrowband signals and maskers

The data from this experiment were taken frMooreet al. (1998. The signal and
the masker were either a tone or an 80-Hz wide Gaussian néiieour signal-
masker combinations were considered: tone signal and tagsken(TT), tone signal
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and noise masker (TN), noise signal and tone masker (NT)naisé signal and noise
masker (NN). In the TT-condition, a 90-degree phase shift/ben signal and masker
was chosen, while the other conditions used random onseepld the tone. The
masker was centered at 1 kHz, and the signal frequenciesOa#5¢0.5, 0.9, 1.0, 1.1,
2.0, 3.0 and 4.0 kHz. The signal and the masker were pressimedtaneously. Both

had a duration of 220 ms including 10-ms raised-cosine raieee, only the masker
levels of 45 and 85 dB SPL were considered, whereas the aligindy also used a
level of 65 dB SPL.

Forward masking with noise and tone maskers

In the first forward masking experiment, the masker was adiraad Gaussian noise,
bandlimited to the range from 0.02 to 8 kHz. The steady-stasker duration was
200 ms and 2-ms raised-cosine ramps were applied. Threeemaskls were used:
40, 60, and 80 dB SPL. The signal was a 4-kHz tone. It had a idaraf 10
ms and a Hanning window was applied over the entire signaltaur. Thresholds
were obtained for temporal separations between the madisat and the signal
onset of—20 ms to 150 ms. For separations betwee2) and—10 ms, the signal
was presented completely in the masker, i.e., these conditeflected simultaneous
masking.

The second experiment involved forward masking with poretmaskers. The
stimuli were similar to those used xenham and Plackk000. Two conditions
were used: in the on-frequency condition, the signal andrthgker were presented at
4 kHz. In the off-frequency condition, the signal frequenemained at 4 kHz whereas
the masker frequency was 2.4 kHz. The signal was the samelasfinst experiment.
The signal and the masker had random onset phases in bothicosd The signal
level at masked threshold was obtained for several maskelslen the on-frequency
condition, the masker was presented at levels from 30 to 88FEIB, in 10-dB steps.
For the off-frequency condition, the masker was presenté&Da70, 80 and 85 dB
SPL. The separation between masker offset and signal oasegither 0 or 30 ms.
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Modulation detection

The data for the modulation detection experiments werentédoen Dauet al. (19973
for the narrowband-noise carriers and fréiemeister(1979 for the broadband-noise
carriers. For the narrowband carriers, a bandlimited Ganssoise, centered at 5
kHz, was used as the carrier. The carrier bandwidths werd r314 Hz. The
carrier level was 65 dB SPL. The overall duration of the stimas 1 s, windowed
with 200-ms raised-cosine ramps. Sinusoidal amplitudeutatidn (SAM) with a
frequency in the range from 3 to 100 Hz was applied to the @arfihe duration of
the signal modulation was equal to that of the carrier. Incéee of the 314-Hz wide
carrier, the modulated stimuli were limited to the origi(@rrier) bandwidth to avoid
spectral cues. To eliminate potential level cues, all siimere adjusted to have equal
power (for details, seBauet al., 19973.

For the broadband noise carrier, a Gaussian noise with adrey range from
1 to 6000 Hz was used. The carrier was presented at a level dB7SPL and had
a duration of 800 ms. The signhal modulation had the sameidaranhd the stimulus
was gated with 150-ms raised-cosine ramps, resulting ifan¥steady-state portion.
Sinusoidal signal modulation, ranging from 4 to 1000 Hz, w@sosed on the carrier.
There was no level compensation, i.e., the overall levi®@fhodulated stimuli varied
slightly depending on the imposed modulation depth.

2.3.4 Simulation parameters

The model was calibrated by adjusting the variance of thermatl noise so that the
model predictions satisfied Weber’s law for the intensitscdimination task. When
setting up the simulations, the frequency range of the aglieperipheral channels and
the supra-threshold signal level for the generation oféhgaiate need to be specified.
The range of channels was chosen such that potential effeafisfrequency listening
were included in the simulations. The on-frequency chamasi not always represent
the channel with the best signal-to-noise ratio, partitylia the present model where
the best frequency of the nonlinear peripheral channelsroigoon the stimulus level.
The following frequency ranges and supra-threshold sitgels were used in
the simulations: For intensity discrimination with tontee peripheral channels from
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one octave below to one octave above the signal frequencii£) were considered.
For the broadband noise, all peripheral channels centewadd. 1 to 8 kHz were used.
For both experiments, the signal level for the template viesen to be 5 dB above
the standard level. For tone-in-noise masking, the charfrain one octave below to
one octave above the 2-kHz signal frequency were considétezsignal level for the
template was set to 75 dB SPL which is about 10 dB higher thahitghest expected
masked threshold in the data. For the spectral masking iexpets, the channels from
half an octave below to one octave above the signal frequenecy considered. For
the forward masking experiment with a broadband noise masie a 4-kHz signal,
the channels from 3.6 to 5 kHz were used. The signal levehtotémplate was chosen
to be 10 dB above the masker level. For the forward-maskipgrxents with pure-
tone maskers, only the channel tuned to the signal frequéhkjiz) was used and
the template level was 10 dB above the masker level. In theutatidn detection
experiment with narrow-band carriers centered at 5 kHz ctiennel at 5 kHz was
considered as in the study Dauet al. (19978 in order to directly compare with the
results with the original simulations. For this experimehe simulations showed a
standard deviation that was larger than in the data. To eethestandard deviation,
simulated thresholds were averages of 20 runs instead gftbrée runs as for all
other simulations. For the broadband-noise carrier camgithe channels from 0.1 to
8 kHz were used. In both cases, the modulation depth for thpltde was chosen to
be —6 dB.
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2.4 Results

In this section, measured data are compared with simukatibime data are represented
by open symbols while simulations are shown as filled symbds comparison, gray
symbols indicate simulations obtained with the originaldelo Differences between
the predictions of the two models are discussed in moreldetdec.2.5.

2.4.1 Intensity discrimination

For pure-tone and broadband noise stimuli, the smallesttigile change in intensity,
Al, is, to a first approximation, a constant fraction of the dtad intensity,/, of
the stimulus (e.g.Miller, 1947. This is referred to as Weber's law. As in many
other studies, intensity differences are described in dfleviing as just noticeable
differences (JNDs) in level\ L.

The broadband noise JND at medium levels (from 30 to 60 dB) wsasl to
calibrate the model, i.e., to adjust the variance of theriatenoise in the model. In
the original model, the combination of the logarithmic coegsion of (the stationary
parts of) the stimuli, realized in the adaptation loops, #mel constant-variance
internal noise produced a constant Weber fraction (fore)dilsroughout the entire
level range.

Figure2.3shows the JNDs for the 1-kHz tone (panel A) and for broadbaigkn
(panel B). The simulations (filled circles) are shown togethith average data (open
squares) taken frorhloutsmaet al. (1980. For the pure tone, the simulated JND is
about 0.5 dB for all standard levels considered here. Foletheds from 20 to 40 dB
SPL, the simulated JNDs lie about 0.5 dB below the data. Atdnigtandard levels,
the simulations agree well with the data. The simulatiorsdus reflect the near-miss
to Weber's law observed in the measured data, i.e., the aseref threshold with
increasing standard level. This is discussed in detail m &8.1 The original model
(gray symbols) accounts well for the data at 20 dB SPL andebowlB SPL, while
the JND for 40 dB SPL lies 0.5 dB below the measured JND.

The measured JNDs for broadband noise (panel B) are abouatB0f6r levels
from 30 to 50 dB SPL. There is a slight increase at the lowestlaa highest levels in
the data, resulting in a IND of about 0.8 dB. The simulatigreavery well with the
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data for levels from 30 to 60 dB SPL. For the lowest level (203#8.), the simulated
JND lies 0.3 dB below the measured JND, while it is about 0.208ve the measured
value at the highest level. The simulations obtained with dhiginal model show
essentially the same results.

A, Pure—tone 1 kHz |B, Broadband

0
20 30 40 50 60 70 20 30 40 50 60 70
Standard level (dB SPL)

Figure 2.3: Intensity discrimination thresholds for a 1-ktdme (left panel) and broadband noise (right
panel) as a function of the standard level. Model predisticiosed symbols) are shown along with
measured data (open symbols) taken frétoutsmaet al. (1980. The gray symbols represent simulations
obtained with the model dbauet al. (19973.

2.4.2 Tone-in-noise simultaneous masking

Figure 2.4 shows the average thresholds of the four listeners from theept study
for tone-in-noise masking (open circles). The error badicate + one standard
deviation across subjects, which is typically less than 1 iR amounts to about
2 dB for the shortest signal duration of 5 ms. For signal donatin the range from
5 to 20 ms, the threshold decreases by about 4-5 dB per dguldflisignal duration,
while the decrease is about 3 dB per doubling for duratiomv@l20 ms. The data
are consistent with results from earlier studies on sigmggration in tone-in-noise
masking (e.g.Pauet al,, 1996h Oxenham and Plagk997 Oxenham1998. The
simulations (filled circles) show a constant decay of 3 dB geubling of signal
duration. This agrees nicely with the measured data fortdursat and above 15 ms.
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Figure 2.4: Results from the tone-in-noise masking experiméth a broadband noise masker at 65 dB
SPL. The signal was a 2-kHz pure tone. The open circles shewngan detection thresholds for the four
subjects as a function of signal duration. The error bargatd one standard deviation. The closed circles
indicate the predicted thresholds for the CASP model (blaok)the original model (gray).

At signal durations of 200 ms and above (not shown), the sitinrls are consistent
with the prediction of 48 dB obtained with the classical powpectrum model of
masking Patterson and Moorel986, assuming a threshold criterion of 1.5 dB
increase of power (due to the addition of the signal to theejoin the passband
of the 2-kHz gammatone filter. For the shortest signal domatif 5 ms, the CASP
model underestimates the measured threshold by 4 dB. Téidts€rom the 3-dB
per doubling decay in the simulations observed also for tloetslurations (5-20 ms)
while the data show a somewhat larger slope in this regioe. siitmulations with the
original model (gray symbols) show similar resglés the CASP model.

3 The same condition was earlier tested using the model dedcbip®au et al. (19963. The model
produced a much too shallow decay of the threshold functidgh imicreasing signal duration. This
was mainly caused by the excessive overshoot produced bydtygation stage in response to the
signal onset, such that information from the steady-stattigmoof the signal hardly contributed to the
detection of the signal. The onset response of the adaptsiage was therefore limited Dau et al.
(19973 in order to obtain a more realistic ratio of onset and stestde amplitude.
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The actual integration of signal information in the modelréalized in the
optimal detector. The matched filtering process implies ghaariable time constant
is available that is matched to the signal duration. Thegiatgon of the cross
correlator in the detector is similar to the classic notiérieonporal integration, but
no fixed integration time constant is necessary for longitertegration. It is the
temporal extension of the template which automaticallyedeines the weighting
of the stimuli across time. This concept is effectively elds the “multiple-looks”
strategy discussed hffiemeister and Wakefiel(l991). Time constants that are related
to the “hard-wired” part of signal processing within the rebcepresent a lower limit
of temporal acuity. The modulation filterbank representstao§time constants that
are, however, too short to account for the long-term intégnedata. Thus, it is the
decision device that inherently accounts for the long ¢iffe¢cime constants observed
in the present experiment. The result of the decision psdepends critically on the
properties of the internal representation of the stimuliohHorms the input to the
detector. The combination of peripheral processing, adigpt, modulation filtering
and decision making, assumed in the present model, leadgdochagreement of the
predictions with the data in this experimental condition.

2.4.3 Spectral masking patterns with narrowband signals ad
maskers

Masking patterns represent the amount of masking of a sagalfunction of signal
frequency in the presence of a masker with fixed frequencylerel. The shapes
of these masking patterns are influenced by several facdacd) as occurrence of
combination tones or harmonics produced by the peripharalimearities, and by
beating cuesNloore and Glasbergl987 van derHeijden and Kohlrauscth9995.
Additionally, the width and shape of the masking patterreslavel dependent as a
consequence of the level-dependent auditory filtévore et al. (1998 measured
masking patterns using pure tones and narrow-band noisgegrads and pure tones
and narrow-band noises as maskers, for masker levels of 31506 85 dB SPL.
They found that temporal fluctuations (beats) had a strofligeince on the measured
masking patterns for sinusoidal maskers, for masker-kiffeguency separations
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up to a few hundred Hertz. The data also indicated some irduef beats for
the conditions with narrow-band noise maskers. The sinaatobtained with the
present model are compared here with the dataMifore et al. (1998 and with

simulations oDerleth and Da2000 using the original model.

The open symbols in Fig2.5 show the mean data d¥loore et al. (1998.
The four panels show the results for conditions TT, TN, NT &l The masking
patterns for masker levels of 45 and 85 dB SPL are indicatedsduares and
circles, respectively. The ordinate represents maskiedinedd as the difference
between the masked threshold and the absolute threshoklitlatsggnal frequency.
The masking patterns generally show a maximum at the maskgqudncy. The
amount of masking generally decreases with increasingirsppeseparation between
the signal and the masker. For the TT condition, the peakénnthsking patterns
is particularly pronounced, since beating between theasignd the masker for
frequency separations of a few hundred Hz provides a veegtfe detection cue in
this condition (e.g.Mooreet al,, 1998. The 45-dB SPL masker produces a symmetric
pattern in all conditions, whereas the pattern for the 855#R masker is asymmetric
with a considerable broadening on the high-frequency side.

The filled symbols in Fig2.5 show the model predictions. In the TT condition,
the predictions agree well with the experimental data, pidice the signal frequencies
500 and 750 Hz for the 85-dB SPL masker, where the amount okinmss
overestimated. The simulations at this masker level otisenshow the asymmetry
found in the measured masking pattern, which in the modeldisext consequence
of the level-dependent BM filter shapes. The gray symbolsthesimulated pattern
from Derleth and Day2000. Using level-invariant, linear gammatone filters, these
predictions underestimate the amount of masking at highesigequencies.

The two filled upward-pointing triangles in panel A indicaggnulations that
were obtained considering only the first 8 modulation fil{gvigh center frequencies
ranging from 0 to 130 Hz), while neglecting activity in themaining modulation
filters tuned to modulation rates above 130 Hz. These piedkEexceed measured
thresholds by up to 15 dB. Within the model, the reason far tigviation from the
data is that the beats between the signal and the maskeesbfdt50-200 Hz are not
represented and cannot contribute to signal detections,Tihihe framework of the
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Figure 2.5: Spectral masking patterns for the four stimulusditmns. Masking in dB is the difference
between the masked and the absolute threshold. The maskeentesed! at 1 kHz. Squares and circles
indicate masker levels of 45 and 85 dB SPL, respectively. @petbols indicate the measured ddtobre

et al, 1998. Closed symbols indicate the simulated patterns. Panel fesepts the TT-condition. The
upward triangles indicate predicted masking where the madulélters were limited to have a maximum
center frequency of 130 Hz. Panels B, C and D show the pattertiee TN, NT, and NN conditions,
respectively. The gray symbols indicate predictions fidemleth and Da§2000

present model, the inclusion of higher-frequency modairefilters between 130 and
250 Hz is crucial to account for the tone-on-tone maskin¢epat

The masking patterns for condition TN are shown in panel Br &ignal
frequencies close to the masker frequency, they are brelaaefor the TT condition.
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The sharp peak at 2 kHz that occurred for the tonal maskettigresent for the noise
masker. This is also the case in the simulated pattern dirgcbeating cue for small
masker-signal frequency separations is less pronouneediththe case of the tonal
masker. On the low-frequency side of the masker, the pied&bf the CASP model
are considerably better than those obtaineDésleth and Da2000, where masking
was overestimated by up to 18 dB. Thus, as expected, in thiditten where energy
cues play the most important role, the shapes of the leyatnient BM filters are
mainly responsible for the good agreement between the ddttha simulations.

Panel C shows the results for condition NT. When the signal randker are
centered at the same frequency, the amount of masking ig¢ &0odB lower than
for the TN and TT conditions. This “asymmetry” of masking Haeen reported
previously and explained by temporal envelope fluctuatintreduced by the noise
signal (e.g.,Hellman 1972 Hall, 1997 Moore et al, 1998 Gockel et al, 2002
Verhey, 2002. The simulated patterns agree very well with the data, gfoe signal
(center) frequencies of 500 and 750 Hz at the high maskel, leveere masking is
overestimated by about 10 dB. Again, the agreement betwiemrations and data
is better for the current model than for the original modelcitassumed linear BM
filters.

Finally, the masking patterns for the NN condition are shawpanel D. The
results are similar to those for the TN condition. The sirtiates agree very well with
the measured patterns, except for the signal center fretpgeaf 3 and 4 kHz, where
the masking is overestimated by about 11 dB for the 85-dB sragkhe simulations
using the original modelQferleth and Dap200Q Fig. 4) showed a considerable
overestimation of the masking on the low-frequency sidéhefrhnasker (up to about
20 dB).

In summary, the masking patterns simulated with the CASPeinagree well
with the measured data in the four masking conditions. Ferdts-dB masker, the
predictions were similar to those obtainedbDgrleth and Day2000. For the 85-dB
masker, however, the simulations were clearly improvedamaequence of the more
realistic simulation of level-dependent cochlear frequeselectivity. However, it is
the combination of audio-frequency selectivity and thesgiesity to temporal cues,
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such as beating between the signal and the masker, thatdmlcfor a successful
simulation of masking patterns.

2.4.4 Forward masking with noise and on- versus off-frequecy
tone maskers

The forward masking experiments of the present study wenelwded to test the
ability of the CASP model to account for data that have begiaéxed in terms of
nonlinear cochlear processing. Fig@® shows the mean masked thresholds for the
four subjects (open symbols) for three masker levels (40860B SPL), as a function
of the offset-onset interval between the masker and thekigine error bars indicate
=+ one standard deviation. The mean absolute threshold ofuthiects for the brief
signal was 12 dB SPL and is indicated in FX6 by the gray horizontal lines. In the
simultaneous-masking conditions, represented by thetimegafset-onset intervals,
the masked thresholds lie slightly below the level of the keas As expected, the
thresholds decrease rapidly for short delays, and mordysfowlarger delays. At a
masker-signal separation of 150 ms, the three forward mgskirves converge at the
absolute threshold of the signal. The simulated forwardkngscurves are indicated
by the filled symbols in Fig2.6. The model accounts quantitatively for the measured
thresholds for all three masker levels. The simulationgiokd with the original
model (gray symbols) show clear deviations from the datth) widecrease that is too
shallow in the 0- to 40-ms region of the forward-masking euior the highest masker
level (panel C).

In the CASP model, peripheral compression influences thesliaids in this
region, since the signal level falls in the compressiveaegiround 50 dB SPL. Large
changes in the input level are thus required to produce sthathges in the internal
representation of the signal, resulting in a faster decdgrafard masking.

Oxenham and Plac000 presented data that demonstrated the role of level-
dependent BM processing in forward masking. Similar expernits, using on- and
off-frequency pure-tone maskers in forward masking, weyedacted here. The
hypothesis was that GOM functions in forward masking shalddend on whether
the masker and/or the signal level fall within the compnressegion of the BM input-
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Figure 2.6: Forward masking thresholds obtained with a 10—kl z pure-tone signal and a broadband
noise masker. Results for masker levels of 40, 60 and 80 dB Sfindicated in panels A, B and C,
respectively. Open symbols represent the mean data from fijects, while closed symbols represent
predicted thresholds. Predictions of the original modelgiven in gray. The abscissa represents the time
interval between the masker offset and the signal onset. ®hedmtal gray lines indicate the absolute
threshold of the signal.

output function. If the masker and the signal levels both ifalthe compressive
region, which is typically the case for very short maskenai separations, and if
the compression slope is assumed to be constant, the siyeaklt threshold should
change linearly with changing masker level. On the otheidh#or larger masker-
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signal separations, the masker level may fall in the congpresegion while the signal
level falls in the linear region of the BM input-output fuimt. In this case, a given
change in masker level will produce a smaller change of tipeagilevel at threshold,
leading to a shallower slope of the GOM function.

For off-frequency stimulation with a masker frequency wedlow the signal
frequency, the BM response at the signal frequency is assumeée linear at all
levels. The slope of the curves should therefore be rougllgpendent of the masker-
signal interval for off-frequency stimulation. The dategented inOxenham and
Plack (2000 provided evidence for such behavior of the GOM functiorsng on-
and off-frequency pure-tone maskers. FigRréshows the GOM functions from the
second forward masking experiment of the present studyagee across the four
subjects. Panels A and B show the results for the on- andedfuency conditions,
respectively. Thresholds corresponding to masker-sigratvals of 0 and 30 ms
are indicated by triangles and circles, respectively. & ah-frequency condition,
the measured GOM function is close to linear Q.9 dB/dB) for the 0-ms interval.
For the masker-signal interval of 30 ms, the slope of the GQMfion is shallower
(~ 0.25 dB/dB). This was expected since the signal and maskdreassumed to be
processed in different level regions of the BM input-outfuriction. The data agree
with the results ofOxenham and Plack000 in terms of the slopes of the GOM
functions (0.82 dB/dB for the 0-ms interval, and 0.29 dB/dBthe 30-ms interval).

The corresponding simulated GOM functions (filled symbéds)both masker-
signal intervals are very close to the measured data. Thisosts the hypothesis that
the nonlinear BM stage can account for the different shapeslifferent intervals.
Since the BM stage in the earlier model processes soundrijndhe slopes of
the predicted GOM functions (gray symbols) are similar fog two masker-signal
intervals. The failure of the original model to correctlyefict the GOM slope for
the 30-ms interval was also observed in the first forward maséxperiment for the
30-ms interval for the 80-dB masker from the previous experit (Fig.2.6, Panel C).

For the off-frequency masker, the slope of the GOM functanrtlie 0-ms interval
is about 1.2 dB/dB, while it is 0.5 dB/dB for the 30-ms intdrv@ihese data are not
consistent with the hypothesis that the GOM function forfodfquency stimulation
should be independent of the interval. The variability of #iverage data is very
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Figure 2.7: Panel A shows the growth of masking (GOM) curvewiobd in the forward masking
experiment, where a 10-ms, 4-kHz pure-tone signal was maskezhtmn-frequency forward masker.
Triangles and circles represent thresholds when the magieat interval was 0 and 30 ms, respectively.
Open symbols show the mean data of four subjects. Black andsgrajols show simulated thresholds
using the CASP and the original model, respectively. In pBn€OM curves for an off-frequency masker
at 2.4 kHz are shown using the same symbols and notation asrfel pa

low, with a standard deviation of only 1-2 dB. The data aldtedifrom the average
data ofOxenham and Plack200Q their Fig. 3). They found GOM functions in
this condition with a mean slope close to unity for all masignal separations.
However, there was substantial variability in slope acmggects; some showed a
clearly compressive GOM function while other subjects st linear or slightly
expansive GOM function.

The initial hypothesis was that both the signal and the nrasleze processed
linearly in the off-frequency condition. However, this istralways the case: the
signal level can be above 30-40 dB and thus fall in the conspresegion of the BM
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input/output function, while the off-frequency maskerti#l processed linearly. Such
a situation would lead to a GOM function with a slope gredtantl, a trend which
is observed in the data in panel B for the 0-ms separatioeaat for the two highest
masker levels. The data @xenham and Placfz000 for the same interval support
this idea, but this was not explicitly discussed in theidgtu

The simulations for the off-frequency condition closelildar the measured data.
The CASP model predicts a GOM function with a slope below ametlie 30-ms
interval, as observed in the data. This is caused by the ati@ptstage, which
compresses the long-duration off-frequency masker $ighiore than the short-
duration signal. This slight compression can also be se#reisimulations obtained
with the original model (gray circles). For the 0-ms intdyvsome of the signal
thresholds lie in the compressive past30 dB SPL) of the BM input/output function
(see also Fig.2.2A). As a consequence, the GOM function has a slope above one,
since the masker is still processed linearly. The corredipgnsimulations obtained
from the original model show a function which is essentiglgrallel to the 30-ms
function. This model thus fails to account for the differstupes for the two masker-
signal intervals.

2.4.5 Modulation detection with noise carriers of differentband-
width

In the following, amplitude modulation detection with ramd noise carriers of
different bandwidth is considered. Figu2e8 shows the average data (open symbols)
from Dau et al. (19973 for carrier bandwidths of 3 Hz, 31 Hz, and 314 Hz.
Panel D shows the “classical” temporal modulation trangfaction (TMTF) using

a broadband noise carrier, taken from Viemeister (1979,napambols). The
modulation depth at threshold, in dB(log m), is plotted as a function of the
modulation frequency. The simulations (closed symbols)tlie 3-Hz wide carrier
account for the main characteristics of the data. The sid@MTF shows a slightly
shallower threshold decrease with increasing signal nadidu frequency than the
measured function. For the 31-Hz wide carrier, the simdlatd TF follows the high-
pass characteristic observed in the data; only at 50 Hz isntbasured threshold
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Figure 2.8: Temporal modulation transfer functions (TMTes)dinusoidal amplitude modulation imposed
on noise carriers of different bandwidths. In panels A, BJ &) the measured data Bauet al. (19973
are indicated as open symbols for carrier bandwidths of 3,n8il3d 4 Hz, respectively. Panel D shows
measured data fronviemeister(1979 as open symbols. The black filled symbols represent the sietllat
TMTFs obtained with the present model. Gray symbols indidaestmulations obtained with the original
model. The black triangle indicates the predicted thresfwlthe 500-Hz modulation frequency when no
limiting 150-Hz modulation lowpass filter was used.

underestimated by 3-4 dB. For the 314-Hz wide carrier, theukited thresholds
roughly follow the shape of the measured TMTF, but preditheelsholds are typically
1-3 dB below the data. The agreement of the simulations Weéltata is slightly worse
for the original model than for the present model, excepttii@r 3-Hz bandwidth,
where the agreement is similar.

Finally, the broadband TMTF (panel D) shows a low-pass datarstic with a
cut-off frequency of about 64 Hz. Thresholds are generallyek than for the 314-Hz
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wide carrier, which is a consequence of the lower envelopgepspectrum density
resulting from intrinsic fluctuations in the carrier. Sirtbe envelope spectrum of the
carrier extends to the carrier bandwidth, the power deisitye envelope spectrum is
lower (given that the overall level of the carriers is simifathese two conditions) and
stretches over a broader frequency region in the case oftlaglband noise carrier. If
the model was based on a broad “predetection” filter instéageripheral filterbank,
the distribution of power in the envelope spectrum woul@diy relate to the lower
thresholds in the broadband condition. In the model, howdve auditory filters limit
the bandwidths of the internal signals and thus the frequesnage of their envelope
spectra. The lower thresholds obtained with the broadbarréeces result from across-
frequency integration of modulation information in the rebds shown byEwert and
Dau(2000. The predicted and measured TMTFs have similar shapessfguéncies
up to 250 Hz, but the simulated TMTF (closed symbols) liesdBdelow the data. At
500 and 1000 Hz, the modulation is undetectable for the m@deh at a modulation
depth of 0 dB) and no predicted threshold is shown. This &teelto the modulation
lowpass filter, which reduces the sensitivity to modulafi@guencies above 150 Hz.
The filled triangle indicates the simulated threshold fof %z when the limiting
lowpass filter was left out. In this case, the result is clasthe measured threshold
and also similar to the simulated threshold obtained wighattiginal model. However,
both the CASP model and the original model fail to predict teasured threshold
for the 1000-Hz modulation frequency. It is possible thdteotcues contribute to
detection at these high modulation rates which are not tefleim the modulation
filterbank of the present model, such as pitch (eBytns and Viemeisterl981
Fitzgerald and Wright2005.
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2.5 Discussion

In this section, the effects of the modifications introdugedhe CASP model and
their interaction with the remaining processing stagesansidered. The limitations
of the present modeling approach are discussed and pdsgefdgrafurther model
investigations addressed.

2.5.1 Role of nonlinear cochlear processing in auditory ma&sng

The original model Dau et al, 19973 is quite successful when predicting
simultaneous and nonsimultaneous discrimination and imgsfata, even though
the model’s linear processing at the BM level is not reaisfihe study oDerleth
et al. (2001) demonstrated fundamental problems when trying to impieniM
nonlinearity in a straightforward way in the model: when ganmatone filterbank
was replaced by a nonlinear cochlear stage, the model cotildcacount for forward
masking, since the temporal-adaptive properties weretantisly affected. One
might argue that the assumed processing in the model, plarti the processing
in the adaptation stage, is inappropriate, since it leadsitesessful predictions only
when combined with a linear BM simulation. However, the detions obtained
with the CASP model demonstrate that forward masking agteain be accounted
for including the adaptation stage. One of the reasons ferrésult is the squaring
device that simulates the expansive transformation frararitair-cell potentials into
auditory-nerve rate functions. The expansion reducesrti@uat of (instantaneous)
compression introduced by the compressive BM stage whil@terall compression
in the CASP model is kept level dependent, which is differieain the original
model. A squaring stage was also included”igcket al. (2002 in their temporal-
window model and was crucial for the success of their modemdescribing forward
masking.

In several of the experimental conditions considered h#re, CASP model
produced very similar predictions to the original model.the level discrimination
task, the predicted just-noticeable difference in levedagels on the overall steady-
state compression in the model, which is dominated by tharithgmic compression
in the adaptation stage. This leads to a roughly constatriigisyation threshold in the
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model, independent of level (see F&3). The level-dependent compression realized
in the cochlear processing does not affect the model pred&for broadband noise.
For pure tones, the present model predicts slightly lowé&slthan the original model
for the lowest standard levels of 20 and 30 dB SPL.

The original model correctly describes Weber's law withiacle channel,
consistent with intensity discrimination data in notchemse {/iemeister 1983.
With increasing spread of activity into different auditatyannels in the multi-channel
simulation shown her&(3, gray symbols), the original model predicts the near miss to
Weber’s law. The CASP model can no longer predict Weber'sdéhin an individual
channel as a consequence of the BM compression at mid ledalsinalysis of the
model’s behavior revealed that, when only a single perigharannel (centered at the
signal frequency) was considered, the pure-tone JNDs wWevated in the mid-level
region (50-70 dB SPL) by 0.3-0.4 dB to a maximum of about 1 dB.dhannel tuned
to a higher center frequency was analyzed, for which the fethén the region of
linear processing, the INDs were level independent. Wheig asi auditory filterbank
(as in the simulations shown in Fig.3), the level-independent JND contributions
from the off-frequency channels produce essentially atemiSND across levels, thus
minimizing the effect of on-frequency peripheral compi@ssThus, the combination
of information across frequency leads here to the prediatfo/Veber’s law but does
not account for the near-miss to Weber’s law. This resulbiscstent with simulations
by Heinz et al. (2001H when considering only AN firing rate information (average
discharge counts) and disregarding nonlinear phase iafttom AN fibers with CFs
above and below the tone frequency have phase responsekdhage with level (e.g.,
Ruggeroeet al,, 1997 and thus contribute information. In their modeling franoeky
Heinz et al. (2001 showed that the inclusion of nonlinear phase informatiain (
low and moderate CFs where phase information is availatlsleyell as rate-based
information can account for the near miss to Weber's lawpgisin across-frequency
coincidence mechanism evaluating this information. Thtusppears that the lack of
such an evaluation of nonlinear phase effects across CBpsmsible for the inability
of the CASP model to account for the near-miss to Weber’s law.

The predicted detection of amplitude modulation is notcéfd by the amount
of cochlear compression in the CASP model, consistent veitlieg results of Ewert
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and Dau(2000 for broadband TMTFs. Since both signal modulation and riahie
carrier modulations are compressed in the same way, thaldigimoise ratio (at the
output of the modulation filters) does not change. This is alsnsistent with the
observation that sensorineural hearing-impaired lisgenéien show about the same
sensitivity to modulation, independent of the amount ofrimggloss (e.g.Bacon and
Viemeister 1985 Formby, 1987 Bacon and Gleitmari992, at least for narrowband
noise carriers, and for broadband-noise carriers as lotigedsearing loss is relatively
flat. Accordingly, the characteristics of the spectral nieglpatterns (as in Fig2.5)
that are associated with temporal envelope (beating) caesotl strongly depend
on peripheral compression, i.e., the simulations obtaimithl the present model are
very similar to earlier simulations using the gammatoneriank. For example, the
sharp tuning of the masking pattern for the tone signal arddahe masker and the
asymmetry of masking effect for tone-on-noise versus Roiséone masking can be
accounted for by both models.

However, cochlear nonlinear processidgesplay a crucial role in the other
conditions considered in the present study. For the spestrsking patterns obtained
with the high masker level (85 dB SPL), the effect of upwardead of masking is
accounted for by the level-dependent frequency selegtimithe BM stage, which
was not implemented in the original model. In the forwardskiag conditions, where
the signal and the masker were processed in different regibthe BM input-output
function, the results obtained with the CASP model showedhrhetter agreement
with the data than the original model. Specifically, in theditions with an on-
frequency tone masker, the measured slopes of the GOM @umstrongly depend
on the masker-signal interval, an effect explained by ashtompressiorQxenham
and Plack2000.

In the forward-masking condition with the broadband noisesker, the present
model was able to account for the data for all masker levelgohtrast, the original
model overestimated forward masking by 15 to 20 dB for maslgral intervals of
10-40 ms at the highest masker level (80 dB SPL). These davizdre directly related
to the deviations observed in the GOM functions for the tonasker.

Ewert et al. (2007) compared forward-masking simulations from an earlier
version of the CASP model with predictions from the tempevaddow model (e.g.,
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Oxenham and Moorel994 Oxenham 2001). They investigated whether forward
masking was better explained by the concept of neural pensise or temporal
integration, as reflected in the temporal-window model, ythe concept of neural
adaptation, as reflected in the CASP mod&kertet al. (2007 showed that the two
models produce essentially equivalent results and arcwedthie temporal-window
model can be considered a simplified model of adaptation. rEason for the
similarity of the two models is that the signal-to-noiséadiased decision criterion
at the output of the temporal-window model acts in a way tlwtesponds to the
division process in the adaptation stage of the presentimode

The remaining difference is that the CASP model includeptadimn effects of
the signal itself since the model contains a feedback mesimaim the adaptation
loops. In contrast, the temporal-window model only mimidajtation effects caused
by the masker which are modeled using a feed-forward mesimawert et al,,
2007).

2.5.2 Effects of other changes in the processing on the ovelral
model performance

The transformations through the outer and middle ear weteconsidered and
absolute sensitivity as a function of frequency was onlyraximated in the original
model. In the current model, an outer-ear and a middle-easter function were
implemented. In the experiments considered here, thetefféhe absolute threshold
was only observed in the forward-masking condition at thrgdst masker-signal
intervals.

The 150-Hz modulation lowpass filter was included in the CASRlel to simu-
late the auditory system’s limited sensitivity to high€tency envelope fluctuations.
The filter was chosen based on the results of studies on ntamulkdetection with
tonal carriers where performance was limited by intern@eaather than any external
statistics of the stimuli. The model accounts well for theaatband noise TMTF for
AM frequencies up to 250 Hz (see Fig.8). However, the 150-Hz lowpass filter
caused predicted thresholds to be too high for high-rateutatidns. Additional
model predictions for a 500-Hz modulation rate without t@-Hz filter were very
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close to those obtained with the original model and the eéwpertal data. This
suggests that the slope of the 150-Hz lowpass filter (6 dBfoajht be too steep.
A shallower slope of 3-4 dB/oct would most likely not affedher simulations in
the present study substantially while it would still be indiwith the modulation
detection data for pure-tone carriers Kbhlrauschet al. (2000. However, it is
also possible that other cues, like pitch, contribute todétection of high-frequency
modulations. It has been shown that sinusoidal amplitudéutation of broadband
noise allows melody recognition, even though the pitch iskvée.g.,Burns and
Viemeister 1981, Fitzgerald and Wrigh2005. The model does not contain any pitch
detection mechanism and is therefore not able to accoupofential effects of pitch
on amplitude modulation detection. There might be an aulditi process responsible
for the detection of temporal envelope pitch and (fine-$tn&) periodicity pitch
(Steinet al, 20095. Such a process might already be effective at modulatitesra
above the lower limit of pitch (of about 30 Hz), but partialjaat high modulation
rates (above about 200 Hz) which are not represented orrargyt attenuated in the
internal representation of the stimuli in the CASP model.

Another modification of the original model was that the cetitequencies of
the modulation filters were restricted to one quarter of theter frequency of the
corresponding peripheral channel, but never exceeded 1lkHbke spectral masking
experiment of the present study, with a masker centered &z] the simulations
showed very good agreement with the data, suggesting thaingecues up to
about 250 Hz can contribute to signal detection, at leashénhigh-level masker
condition. However, itis difficult to determine the uppenii of the “existence region”
of modulation filters, since the sidebands are typicallyheazitspectrally resolved
by the auditory filters (for tonal carriers), or the modwatidepth required for
detection is very large (for broadband noise carriers)hghat there is not enough
dynamic range available to accurately estimate any meadimgodulation filter
characteristickEwert and Dau200Q Ewertet al,, 2002. The combination of the first-
order 150-Hz modulation low-pass filter (that provides thbsolute” threshold for
AM detection) and the modulation bandpass filtering (overcaluhation frequency
range that scales with the carrier or “audio” frequencypesps to be successful in
various experimental conditions.
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2.5.3 Limitations of the model

Several studies of modulation depth discrimination (é/¢akefield and Viemeister
199Q Lee and Bacon1997 Ewert and Dap2004 showed that Weber’s law holds
for most modulation depths, i.e., the just noticeable diffee of AM depth is
proportional to the reference modulation depth. A modifietrinal-noise source
would be required in the model to account for these dBtaeft and Dau2004).
Such a noise could be modeled either by a multiplicativerimatienoise at the output
of the modulation filters or by a logarithmic compression d tms output of the
modulation filter (seeEwert and Dau2004). Neither the original model nor the
CASP model can predict Weber’s law in this task, since a lexaddpendent fixed-
variance internal noise is assumed. As described earlgh models do account
for Weber’s law in classic intensity discrimination, sirtbe preprocessing realizes a
logarithmic compression for stationary signals (due tceith@ptation stage). However,
the AM depth for input fluctuations with rates higher than 2(i¥hich are represented
in the modulation bandpass filters) is transformed almosilily by the adaptation
stage. Thus, the CASP model fails in these conditions. Thghthbe improved by
including an additional nonlinearity in the modulation dom Such a modification
was considered beyond the scope of the present study.

Shamma and colleagues (e.Ghi et al,, 1999 Elhilali et al., 2003 described
a model that is conceptually similar to the CASP model butuides an ad-
ditional “dimension” in the signal analysis. They suggdste spectro-temporal
analysis of the envelope, motivated by neurophysiolodiicalings in the auditory
cortex Schreiner and Calhoyrl995 deCharmset al, 1998. In their model,
a “spectral” modulation filterbank was combined with the pemal modulation
analysis, resulting in 2-dimensional spectro-temportdrl. Thus, in contrast to the
implementation presented here, their model contains {aimi inseparable) spectral-
temporal modulations. In conditions where both tempordlgpectral features of the
input are manipulated, the two models respond differenillge model of Shamma
and co-workers has been utilized to account for spectrgéeal modulation transfer
functions, for the assessment of speech intelligibil@i(et al, 1999 Elhilali et al,,
2003, the prediction of musical timbrédRu and Shammal997), and the perception
of certain complex soundsCarlyon and Shamma003. The CASP model is
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sensitive to spectral envelope modulation which is reftk@e a variation of the
energy (considered at the output of the modulation lowpé#ss)fas a function of the
audio-frequency (peripheral) channel. For temporal matiturh frequencies below 10
Hz, where the phase of the envelope is preserved, the presetel could thus use
spectro-temporal modulations as a detection cue. The niffémeshce to the model
of Chi et al. (1999, however, is that the CASP model does not include joint tspec
temporal channels. It is not clear to the authors of the prtesterdy to what extent
detection or masking experiments can assess the existéjmatespectro-temporal

modulation filters. The assumption of the CASP model thahi@ral) modulations
are processed independently at the output of each auditenirfinplies that no across-
channel modulation processing can be accounted for. Thézte a limitation of this

model.

2.5.4 Perspectives

Recently, comodulation masking release (CMR) has been leddasing an
equalization-cancellation (EC) mechanism for the prdogs®f activity across
audio frequenciesRjechowiaket al., 2007). The EC process was assumed to take
place at the output of the modulation filterbank for each ediciquency channel. In
that model, linear BM filtering was assumed. The model dgedoin the present
study will allow a quantitative investigation of the effectf nonlinear BM processing,
specifically the influence of level-dependent frequencedslity, compression and
suppression, on CMR. The model might be valuable when siingléhe numerous
experimental data that have been described in the literaturd might in particular
help interpreting the role of within- versus across-chaepatributions to CMR.

Another challenge will be to extend the model to binauratpssing. The model
of Breebaaret al. (20018 accounted for certain effects of binaural signal detegtio
while their monaural preprocessing was based on the modehafet al. (19963,
i.e., without BM nonlinearity and without the assumptioraainodulation filterbank.
Effects of BM compressiorBreebaartet al. (20018 and the role of modulation
frequency selectivity Thompson and Daw2008 in binaural detection have been
discussed, but not yet considered in a common modeling fremnke

An important perspective of the CASP model is the modelingezfring loss and
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its consequences for perception. This may be possible bethe model now includes
realistic cochlear compression and level-dependent eaclilining. Cochlear hearing
loss is often associated with lost or reduced compresditoofe, 1995. Lopez-
Poveda and Meddi€001) suggested how to reduce the amount of compression in
the DRNL to simulate a loss of outer hair-cells for moderaté severe hearing loss.
This could be used in the present modeling framework as & baspredicting the
outcome of a large variety of psychoacoustic tasks in (geraaral) hearing-impaired
listeners (see Chaptdr Jepsen and Da2010.
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2.6 Summary

e A computational auditory signal processing and percep{icASP) model
was developed, representing a major modification of the atida filterbank
model ofDauet al. (19973. The CASP model includes an outer- and middle-
ear transformation and a nonlinear cochlear filtering staige DRNL, that
replaces the linear gammatone filterbank used in the otigiodel. A squaring
expansion was included before the adaptation stage and alatiod lowpass
filter at 150 Hz was used prior to the modulation bandpassidigk. The
adaptation stage, the main parameters of the modulati@biiibk and the
optimal detector were the same as in the original model.

e Model simulations were compared with data for intensitycdmination with
tones and broadband noise, tone-in-noise detection as aidnnof tone
duration, spectral masking with tonal and narrow-band en@gnals and
maskers, forward masking with tone signals and (on- andreffuency) noise
and tone maskers, and amplitude modulation detection usingwband and
wideband noise carriers.

e The model was shown to account well for most aspects of tha. ddh
some cases (intensity discrimination, signal integraiiomoise, amplitude
modulation detection), the simulation results were simita those for the
original model. In other cases (forward masking with noisd tone maskers,
spectral masking at high masker levels) the CASP model sthomech better
agreement with the data than the original model, mainly asresequence
of the level-dependent compression and frequency selgciivthe cochlear
processing.
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2.7 Appendix: DRNL parameters of the model

The parameters of the human dual resonance nonlinear dittkrbsed in the CASP
model were slightly different from those ih@pez-Poveda and Meddi2001, Table
[Il, average response). Taki®el shows the original parameters (Lopez-Povetial,,
2001, left column) and the parameters used here (right aoluihey were calculated
from regression-line coefficients of the foliag, ,(parameter = py + mlog,,(BF),
where BF is expressed in Hertz. Paramete@ndb are the same as the original
for BFs below 1.5 kHz. For larger BFs they are set to be cohgtameduce the
amount of compression. The original value of the compressiponent was 0.25
and is unchanged. The amount of compression is not detedrbiye alone, but by
a combination of parametets b and¢, as a consequence of the parallel processing
structure of the DRNL algorithm.

original present
Parameter Do m Do m
BWiin 0.03728 0.78563 | 0.03728 0.75
BWhiin —0.03193 0.77426 | —0.03193 0.77
LPiin cutoff —0.06762 1.01673 | —0.06762 1.01
acF>15kHz | 1.40298 0.81916 | 4.00471  0.00
bCE> 1.5kHz 1.61912 —0.81867 | —0.98015 0.00

Table 2.1: The left column shows the original values of the DRNterbank parameters which were
changed in the present study to reduce the filter bandwidttistee amount of compression at BFs higher
than 1.5 kHz. The right column shows the new values.



Estimating basilar-membrane
input-output functions
using forward masking®

To characterize the function of human cochlear processingjould be
beneficial to behaviorally estimate the basilar membrand)(Bput-output
(I/0) function. Such estimates would also be useful for surglimodeling
when simulating individual cochlear hearing loss. In recadies, forward
masking has been used to estimate BM compression. If aneguodncy
masker is processed compressively, while an off-frequemagker provides
a linear processing reference, then the ratio between dipeslof growth of
masking (GOM) functions reflects an estimate of BM compmssin this
study, this paradigm was extended to also estimate the kviaeqgd the 1/O-
function. If alow-level signal is masked by an on-frequenmsker, such that
the signal is processed linearly and the masker comprégsiseording to the
I/O function, then a steeper GOM function is expected thahdbtained for a
high-level signal where both masker and signal are prodess@pressively.
The knee point can then be estimated at the input level wher&OM slope
changes significantly. In order to find this, data were ctdléérom 7 normal-
hearing (NH) and 5 hearing-impaired (HI) listeners with ddd moderate
sensorineural hearing loss. Both groups show large adisteser but low
within-listener variability. For these HI listeners for wim a knee point could
be estimated, the knee point level was similar to or shifigtbuabout 30 dB
higher than the level for the NH listeners. The amount of casgion for the
HI listeners was similar to or smaller than for that found iH Nsteners. The
method was shown to provide estimates of the BM 1/O functmmaf wider
range of input levels, due to the additional estimates oktez points.

4 The data from this chapter were presented at Acoustics ‘@ Bepsen and Da2008.

51
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3.1 Introduction

Basilar-membrane (BM) nonlinearity is known to influenceesal aspects of auditory
perception and the performance in various psychoacowastist Normal-functioning
BM compression is responsible for our ability to extractommfiation from an
impressively large dynamic range of acoustic sound-predswels. A consequence
of BM compression is level-dependent tuning of the BM filtetsch determine the
frequency selectivity of the auditory system. Temporal kivas aspects, such as
forward masking, have been shown to be influenced by the @ssjpe properties
of the BM (Oxenham and Pla¢ck200Q. The function of the outer hair-cells
(OHCs) is mainly responsible for the compressive propertié BM processing.
The consequences of damage to the OHCs are a reduced or togtession and,
in turn, reduced frequency selectivity and degraded tealp@solution such as a
slower recovery from forward masking. These aspects mayitieat for our ability
to understand speech in noisy environments or to segregated ssources, since it
becomes harder to exploit the spectral and temporal cues tie target. Loss of
OHCs also causes reduced sensitivity, since the effecineanl gain is reduced or
absent. Another perceptual aspect associated with lossnapression is abnormal
growth of loudness or loudness recruitment.

The nonlinear features of BM processing have been invdstiga physiological
animal studies. It was found that compression is preseheatttaracteristic frequency
(CF) when using on-frequency stimulation, while the preges is more linear
using off-frequency stimulationRuggeroet al, 1997. It was also observed that
compression generally occurs for mid- and high-level skition, while more linear
processing was observed at the lowest stimulation levetsneSstudies suggested
that compressive processing is only present for at mid- &gl @Fs, but this remain
unclear due to technical limitations in measuring in thecalpparts of the cochlea.
Behavioral studies indicated that off-frequency compassight also exist in the
apical parts of the cochlehdpez-Povedat al, 2003

A quantitative characterization of the BM behavior can balized by the
BM 1/O-function which is assumed to have close-to-lineaogassing for low
stimulation levels, and approximately constant compvesgiocessing for mid- and
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high levels (e.g.Ruggeroet al, 1997). The input-level at the transition between the
linear and compressive processing regions is referredtteed&nee point" throughout
this chapter. Studies of BM compression in human listenenge hsuggested to
use behavioral techniques such as measurement of pulshtesholds Plack and
Oxenham 2000 and forward masking@xenham and Placki997 200Q Nelson
et al, 200]). Oxenham and Placki997 developed a forward masking paradigm
to estimate the amount of BM compression. Temporal maslgrigteresting here
since it eliminates effects of suppression. Using a torghadi masked by an on-
frequency tone or an off-frequency masker at a lower freques a linear reference,
Oxenham and Placil997) assumed that the ratio of the slopes of masking functions
provides an estimate of BM compression. This method wibhtighout this chapter be
referred to as the growth-of-masking (GOM) method. It isutiito limited to estimate
compression only at and above 1 kHz, where an appropriafeasftiency masker can
be used as a linear reference. The forward masking paradigesneral, have limited
ability to produce reliable results at low signal frequescbecause of the ringing of
the auditory filters.Oxenham and Placil997) collected data from both NH and Hl
listeners. NH listeners showed estimates of compressiabait 0.15-0.30 dB/dB. HI
listeners showed a substantially reduced amount of corsipresr no compression.
Oxenham and Placi000 further investigated the role of cochlear compression in
forward masking in NH listeners, where they varied the maslgnal interval in their
stimuli. For an on-frequency masking condition, their dettawed decreasing slopes
of the GOM functions with increasing masker-signal intérvin an off-frequency
masking condition, they found that the slopes of GOM funwiwere independent of
the masker-signal interval, indicating near to linear pssing. This encouraged the
idea of using an off-frequency masker at a lower frequenceylasear reference.
Nelson et al. (2001) suggested an alternative forward masking approach to
estimate BM compression. They argued that the estimates fhee method of
Oxenham and PlacKkl997) are influenced by the spread of excitation produced by
signals at the different levels. Nelsat al. suggested to use a fixed low-level
signal (10 dB SL) and to measure the masker level at thres®hd function of the
masker-signal interval. These are referred to as tempaskimg curves (TMC). They
derived I/O response growth curves as estimates of BM I/@tfons. The rationale
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assumes that, at a given masker-signal interval, the effecésponse produced by
an off-frequency masker is the same as produced by an oneneyy masker at the
signal-frequency place. Anincrease of the masker-sigiatval, for an off-frequency
masker, results in a linear increase in the effective ouguat at the signal-frequency
place. Therefore, the changes in masker input level withkerasignal interval will
be the same as the changes in effective output level that attie probe frequency
place. A compressively processed on-frequency maskempvatluce less change in
the effective output level at the same masker-signal iatervThe I/O function thus
represents a plot of the off-frequency output levels agdhes on-frequency masker
inputlevel. This method was used Melsonet al.(2001); Lopez-Povedat al.(2003;
Rosengaret al. (2009 to measure compression for a wide range of frequencies in NH
listener as well as in HI listenerMporeet al, 1999 Nelson and Carne®004 Plack
et al, 2004 Rosengarakt al, 2005 Stainsby and Moore2006. Placket al. (2004
obtained estimates of BM 1/O functions in listeners with drib-moderate hearing
loss. In their data, a general trend was observed: Sevstahérs had compression
exponents in the normal range. However, their knee points slafted towards higher
input levels, implying that the nonlinear cochlear gain mige unchanged at high
input levels.

Rosengaret al. (2005 compared the methods @kenham and Plagid997) and
Nelsonet al. (2007 using the same NH and Hl listeners. The two methods produced
similar estimates of the amount of compression. Their mairclusions were that:
(1) The method of Oxenham and Plack produces stable estinofteompression,
with small confidence intervals compared to the method ofkodleét al. (2) The
tested levels can be predefined, whereas pilot testing isireztjin the method of
Nelsonet al.. (3) The method of Nelson et al. uses a low-level signal, Wwiaoids
concerns of off-frequency listening effects. (4) The TMCtiheel provided estimates
of the 1/0 function knee point due to multi-segment curveriig. Wojtczak and
Oxenham(2009 showed further that the recovery from forward masking vath
versus off-frequency maskers was different, especialljiglt masker levels. This
violates the basic assumption of these forward maskingdares, which assumes a
frequency and level-independent recovery. As a consegueonmpression might be
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overestimated by the TMC method by up to a factor of tWftczak and Oxenham
2009.

An estimate of the BM 1/O-function would be useful for audjtanodeling when
simulating individual hearing impairment. Quantitativeimates of the amount of
compression and the knee point would provide useful inféionafor adjusting the
parameters of a nonlinear cochlear processing stage (apeech of this thesis).

In this study, the idea was to characterize the BM 1/O funchy two sequential
forward masking experiments. The motivation was to esthbdixperiments with a
low within-listener variability in the data. Furthermorthe amount of necessary
training should be low. Experiment 1 was similar to the GOMemiment suggested in
Oxenham and Pladld 997 and was conducted to estimate the amount of compression
in the compressive region of the BM. This experiment was ehdrecause it produces
very robust data compared to other paradigRgsgngarat al, 2005. Experiment
2 was designed to estimate the knee point of the I/O-functidris experiment was
inspired by the hypothesis @xenham and Plac000 suggesting that differences
in GOM will occur if the signal and the masker are processéérdintly on the BM.

Here, the hypothesis was that a GOM function will have a itexmspoint, due
to differences in the underlying BM I/O function, as illusted in Fig.3.1 This will
occur when the masker-signal interval (MSI) is larger thiaowt 10 ms, such that the
absolute levels of the signal and the masker are sufficiefiigrent. In condition
Al, the levels of both, masker and signal at masked thresfadldn the compressive
region on the BM 1/O function. A change in input signal and keadevel would
lead to identical changes in the BM respondss{ = AM; for AS, = AM,). This
produces a certain slope of the GOM function. At the lowenaldevel, in condition
A2, the presented signal falls in the linear region of the B® function, while the
masker still falls in the compressive processing regionis Tinplies that a smaller
change in signal input level is necessary to produce a sittilange in BM response
level between signal and maskex§; < AM,; for AS, = AM,). This will produce
a steeper GOM curve, which is presumably divided in two sedmeDifferences in
the slopes indicate whether the data-points were produoed dondition A1 or A2.
At low input levels, the GOM curve will be steeper than at gmput levels. The
transition point between the two segments provides an astiof the knee point of the
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BM 1/O function. In the most widely used GOM metha@xenham and Plagik997),
and in experiment 1 here, the MSls were small (about 0 to 2 amg),it is therefore
likely that signal and masker were both processed in thalinecompressive region
at all tested levels, such that no transition point appears.
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Figure 3.1: Schematic diagram of the BM response changeobepand masker tone levels. A change
in signal input level (light gray regiong) S;) and masker input level (dark gray regiods)M;) produces
corresponding changes in output levAl§, and AM,). The top row represents condition with a normal
BM I/O function, while the bottom row shows examples wherekhee point has shifted towards higher
levels. Al: probe and masker are both processed in the conyaresgion. A2: The signal is processed
in the linear region while the masker is processed comprdgsB#:Signal and masker are both processed
in the linear region. B2: The signal is processed in the limegion while the masker is processed
compressively.

Consider the hypothetical 1/0O function observed in HI lses where the
compression exponent is near normal and the knee point fieghowards higher
input levels Placket al, 2004). This is illustrated in panels B1 and B2 in BdL The
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dynamic range of signal levels that will force the maskeratibih the compressive
region is now narrower (B2), and will produce slopes of theNGfdnction similar to
that obtained in condition A2XS; < AM, for AS, = AM,). In condition B1, both
masker and signal will be processed linearly leading to #isher steepness of the
GOM function AS; = AM; for AS, = AM,). Thus, in this particular situation,
the complete GOM function would have a shallow slope at loputrievels, while a
steeper slope at higher input levels. Again, the transiéweel indicates the knee-point.
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3.2 Experimental methods

3.2.1 Listeners

Seven normal-hearing and five hearing-impaired listenar$oipated in the measure-
ments. The NH listeners were between 20 and 26 years of adallamad pure-tone
thresholds of 10 dB HL or better at frequencies between Cabh?®B kHz. One was the
first author and had previous experience in psychoacousgtiergnents. The others
had no prior experience in listening tests. The five HI listsrhad mild-to-moderate
sensorineural hearing loss at the test frequencies. Thea-jone audiograms are
shown in Fig.3.2 and additional information can be found in S8%. They were

between 53 and 73 years of age. Listeners were paid for theficipation on an

hourly basis, except for the author. They all received ingjirsessions of about
two hours in forward masking before the measurements weneubed. There

were no systematic improvements in thresholds during thieseoof the experiments.
Measurement sessions ranged from 30 to 60 minutes dependirige listener’s

ability to focus on the task. In all measurements, each stlgempleted at least
three runs for each condition. The total testing time, idiig training, was 6 to 8 hrs.

3.2.2 Apparatus and procedure

Measurements were carried out in a double-walled soundaitesli booth with
a computer monitor to provide instructions and visual feaffb The computer
keyboard was used to obtain the responses. The stimuli wesemted monaurally via
Sennheiser HD580 headphones. Signals were generated i AB\DN a personal
computer and converted to analogue signals by a 24-bit sauddRME DIGI 96/8).
The sampling rate was at 44.1 kHz. FIR equalization filtersevapplied to obtain
a flat frequency response at the headphone output. A thteesh tree-alternative
forced choice paradigm combined with a 2-up-1-down tragkinle was used such
that thresholds reflect the 70.7% point on the psychometriction and represent the
mean of at least three measurements. The step size was wdagtively, starting
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Figure 3.2: Audiograms of the measured ears of the five HI lsgenThresholds are shown in dB hearing
level (HL).

at 4 dB and ending at 1 dB. Thresholds were an average of teéslavthe last six
reversals with the final step size.

3.2.3 Stimuli

Experiment 1 was used to estimate BM compression. Forwaskima of a brief
probe tone was measured as a function of the signal levelmés&er-signal interval
(MSI) was fixed. The masker level was adaptively changed deioto reach the
masked threshold. The parameters were similar to thofoséngardt al. (2005,
with slight changes to the probe duration and MSI. The pradpeas was a 5-ms tone
burst at a frequencyf(;,) of 1 or 4 kHz, Hanning windowed over its duration. The
masker was also a pure tone with a duration of 110 ms and 5-sedraosine on-
and off ramps were applied. The masker frequerfgy) was equal tof,;, in the on-
frequency condition and.55 - f,;, in the off-frequency condition. The MSI was fixed
at 2 ms. The signal level ranged from 40 to 85 dB SPL, and theitheal levels were
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chosen for each listener in a pilot experiment. The loweitlimas typically 40 dB
SPL for the NH listeners since it was intended to measurerti@iat of compression
in the compressive region of the BM I/O function. The upperitifor the level was
found such that masker levels did not become uncomfortadalg.l These levels
were 95 dB SPL for NH listeners and 100 dB SPL for the HI listendn order to
prevent off-frequency listening effects, an ipsi-latdrgh-pass noise was presented
at a spectrum level of 40 dB (60 dB for HlI listeners) below tigmal level. The noise
had a frequency range froin2 - f,;, to 6.0 kHz and a duration of 200 ms including
50 ms raised-cosine on- and off-frequency ramps. To predeteiction of the contra-
lateral ear, a noise was presented with frequencies raf@ng0.8 - fq, 101.2 - fg,
presented at a spectrum level 20 dB (50 dB for HI listenersgtdhan the signal level.

Experiment 2 was used to estimate the knee point of the BMur@tfon. Most
experimental parameters in this experiment were identa#hose of experiment 1,
i.e., the duration and frequencies of the on- and off-fregyenaskers as well as the
ipsi- and contra-lateral noise maskers. However, the pdosation was 10 ms and
Hanning-windowed over its duration. The masker-signarival (MSI) was chosen,
such that there was sufficient dynamic range of the inputdemeondition A2 for NH
listeners. If the MSI was too short, then the levels of thekaaand the signal were
too similar, and no transition point would be found. If thegker-signal interval was
too long the sound pressure level of the masker approacteethéiximally allowed
presentation level, which, in turn, reduced the dynamigeaof the data in condition
Al, especially when measuring HI listeners with reduced m@ssion. The other
issue was that the level of the signal in condition A2/B2 canvbry close to its
threshold in quiet. This made the task more demanding toistenkers and training
could presumably not resolve this. Here, the MSI was 12 me.t&sted signal levels
ranged from 18 to 60 dB SPL for NH listeners and from 30 to 85 dBthe HlI
listeners. Measurable levels in the experimental conustitor each listener were
found in a pilot run of the experiment.
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3.3 Results

3.3.1 BM /O functions in NH listeners

Figure3.3shows the results of experiment 1 for the NH listeners. Tls tiivo rows
show the data measured wifh;, at 1 kHz while the two lower rows show results
where f,;, was 4 kHz. Circles indicate GOM functions obtained with oegliency
masking and the squares show GOM functions obtained witfreffuency masking.
The solid lines show linear functions fitted to the data. Tibpess of the on-frequency
GOM function are generally steeper than the off-frequernoges. The ratio of the
slopes of the fitted curves was calculated and provides anagstof BM compression.
The compression estimates are listed in T&le In some cases (e.g., NH2 and NH4
at 1 kHz), the on-frequency GOM functions cross the off-freacy curves, however
this does not affect the estimate of compression. The casjme estimates was in the
range from 0.34 to 0.63 dB/dB (mean = 0.48) at 1 kHz and fron7 @10.45 dB/dB
(mean =0.30) at 4 kHz. The 1 kHz values are slightly highen thase found in other
studies (e.g.Rosengarct al, 2005. The 4 kHz values are in good agreement with
previous results. Error bars indicateone standard deviation and are typically within
the size of the symbols.

Knee points were estimated from the data in Big. The shape of the obtained
GOM functions support the hypothesis described in the dhtetion and visualized
in Fig. 3.1 (panels A1l and A2). A two-line multi-phase linear regressamalysis
was performed, and the fitted linear curves are plotted asdle curves. In cases
where the slopes of the two lines were significantly différan estimate of the knee
point was obtained. This was possible in 10 of the 14 cases.slbrt vertical lines
indicate the input level at these knee points. The estimadkees are provided in the
plots and listed in Tabl8.1 The obtained estimates are comparable at the two tested
frequencies and are in the range from 28 to 40 dB. These amoith ggreement with
the expected knee points, observed in other studies Ruggeroet al,, 1997 Plack
and Oxenhaml998.

Estimates of the complete BM 1/O function were derived frdra tesults from
Experiment 1 and 2. Fid3.5 shows the individual 1/O functions for the seven NH
listeners. The solid and dashed curves show I/O functionsetbat 1 and 4 kHz,
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Figure 3.3: GOM functions for the NH listeners, experimentMasker level at thresholds is plotted as
a function of the signal input level. Circles indicate résuising the on-frequency masker, while squares
indicate results using the off-frequency masker. The firstrows show data measured at a signal frequency
at 1 kHz, while the two bottom rows show data measured at 4 kHz.

respectively. In the few cases where no knee-point estsrateld be obtained, only
the compressive part of the I/O function is shown (e.g., NH4 &Hz). These
I/O functions are plotted such that an input level of 100 dB.3fas a 100 dB
BM response, correspondingly, although this output leg&nence has been chosen
arbitrarily for illustrative purposes.



3.3 Results 63

1 kHz
NH3 NH4

N B O ©
o O O O
=z
T
fury

g\

28 37 37

NH5 NH6 NH7 20 30 40 50 60

A\
)

25 34
20 30 40 50 60 20 30 40 50 60 20 30 40 50 60

4 kHz
NH1 NH2 NH3 NH4

[e]
o

Masker level at threshold (dB SPL)

31 3 40

N O
o O O
w

S @
N &

NH7 20 30 40 50 60

28

N A O ©
© 5 oo
Z
j\ I
o
Z
T
o
\%

20 30 40 50 60 20 30 40 50 60 20 30 40 50 60
Signal level (dB SPL)

Figure 3.4: GOM functions for the NH listeners, experimenD2ly on-frequency masking was measured.
The fitted linear functions are plotted on top of the data, ihadknee point was obtained it is indicated in
the corresponding panel by a vertical line.

3.3.2 BM /O functions in HI listeners

Figure3.6shows the results of experiment 1 for the Hl listeners. Thesssymbols as
in Fig. 3.3were chosen. It can be seen that, in some listeners, sigeahtblds could
only be measured in a limited dynamic range of levels. Theadigvels were typically
higher than for the NH listeners. The thresholds producetiépff-frequency masker
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NH1 NH2 NH3 NH4 NH5 NH6 NH7| mean SD
Compression, 1kHz 0.44 0.34 063 042 062 047 0.510.48 0.09
Knee point, 1 kHz 28 37 37 - 25 34 - 32 5.4
Compression, 4kHzZ 0.26 032 030 045 036 0.17 0.220.30 0.09
Knee point, 4 kHz 31 32 34 40 28 - - 33 4.5

Table 3.1: Overview of the estimated BM 1/O parameters for thelisteners: BM compression in dB/dB
and knee point in terms of the input level in dB. The means anmtlara deviations (SD) are also listed
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Figure 3.5: Estimated BM I/O functions for the NH listenersaibed from combining the data of the two
experiments. I/O functions are plotted such that an inpgllat 100 dB SPL produces a corresponding
output at 100 dB. The solid and dashed curves indicate I/@tilums at 1 and 4 kHz, respectively. The
dashed-dotted curves indicate the slope of 1.0 (lineatioala

were generally above those found with the on-frequency erask several cases, the
slopes of the on- and off-frequency masking GOM functionsawaore similar than
found in the NH listeners. This is consistent with recentifigd by, e.g.Rosengard
et al. (2005. The estimated compression was calculated and is listGaite 3.2
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The compression ratios range from being close to normal (§88dB) to about one
indicating linear BM processing.
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Figure 3.6: Results of experiment 1, as in B, but for the five HI listeners.

Knee points were estimated from the data in Ag. Multi-phase regression
lines were calculated as described earlier, and the fittedticurves are represented
by the solid curves. In four cases (e.g., HI2 and HI4 at 1 kkid)ere the knee-
point estimates are in the normal range (39 to 45 dB), thdteemilect the scenario in
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HI1 HI2 HI3 Hl4 HI5
Compression, 1 kHz 0.69 0.65 0.55 1.11 0.50

Knee point, 1 kHz (70) 40 - 39 (50)
Compression, 4 kHZ 0.54 0.76 0.31 0.39 0.85
Knee point, 4 kHz (59) - - 40 45

Table 3.2: As Table 3.1, but for the HI listeners. Knee pointbrackets indicate particular cases, as
described in Fig 1, panels B1 and B2.

A1/A2 inFig.3.1 Inthree other cases cases (HI1 and HI5 at 1 kHz; and HI1 atz3, kH
the results reflect the B1/B2 scenario, and in these casésié@point estimates are
at higher-than-normal levels (70, 50 and 59 dB, respegflivéh the remaining three
cases, no reliable estimate of the knee point could be aataiRor the HI listeners,
there are several conditions where one of the two lines imebeession-line fits were
based on only few data-points.

As for the NH listeners, the estimates of the complete BM #@ctions were
derived from the results from the two experiments. Bi@.shows the individual I/O
functions for the five Hl listeners.lt is clear that these fi@ctions are very different
across the five listeners, and depend on frequency withih Bstener. When no
knee-point estimates were obtained, only the compressikteop the 1/0 function is
shown (e.g., HI3 at 1 kHz). Fi®.9 shows estimated BM compression as a function
of pure-tone sensitivity (left panel) and the knee-poirtineastes as a function of
sensitivity (right panel). No significant correlation wasserved in either case. The
correlation coefficientsg) for the data in the left and right panels were 0.0018 and
0.26, respectively.
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Figure 3.8: As in Fig. 3.5, but for the five HI listeners.
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3.4 Discussion

The measured thresholds in both experiment 1 and 2 showedvlthin-listener
variability. This was earlier emphasized as being one of rttgor advantages
of the GOM method over the TMC metho®Rdgsengarcet al, 2005. Estimates
of compression were found to be similar across NH listenerith estimated
compression exponents at 1 kHz being slightly higher thad &Hz. This is
consistent with the observation Moore et al. (1999; Rosengarct al. (2009. The
estimated compression in the HI listeners varied substiintas expected from earlier
investigations. No correlation between the loss of safitsitand the estimated amount
of compression was foung (= 0.0018). Mooreet al. (1999 collected data in six Hl
listeners with moderate to severe hearing loss. They foustiglat correlation between
sensitivity and compression estimates for cases where#senas larger than 35 dB.
The listeners from the present study typically had lossestlean 35 dB at the tested
frequencies which might be the reason for why no correlatiaa found.

The main contribution of this study was that estimates ohbmimpression
exponents and knee point levels were obtained. This wa®wahiby adding an
extra forward masking condition with a longer masker-signgerval. This allows
characterization of the BM 1/O function for a wider range wput levels. Presently,
this is the first behavioral study that use an experimentaditon designed to
explicitly determine the BM /O function knee point. It wakosvn that this can
be done reliably. For all NH listeners, except NH7, cleam#igant knee-point
estimates could be obtained. An advantage was that the bahge from experiment
2 to experiment 1 was the changed MSI. Thus, the additionaéraxent requires
additional testing time, but no further training. The expwmt was sensitive to the
choice of the MSI, since the number of measured thresholdseabnd below the
knee-point need to be sufficient. However, it seems the thedWi&en here (12 ms)
was appropriate for all NH listeners. For the HI listenerseéd points were obtained
in 7 of the 10 I/O-functions estimates. Some of these eséimetlied on few data-
points. This could be avoided by choosing the MSI of expenin&to be listener
specific, based on a pilot run testing a range of MSls. If thd idSoo short, the
levels of the masker and the signal are too similar, and bitfug are processed
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in the same, either linear or compressive, region, suchniatansition point could
be identified. This could be the reason why no knee pointsdcbalfound for HI3

(at both frequencies) and HI2 (at 4 kHz). If the MSI is too lptige level of the

masker approaches the maximally allowed presentatiohdéa®0 dB SPL, which in

turn, reduced the dynamic range of tested input levels irléta reflecting condition
Al. Three of the estimated I/O functions showed support efitiea that the knee
point is shifted towards higher levelBlécket al., 2004. However, only one of these
(HI5 at 1 kHz) approached a near-normal compression exporiéour other 1/O-

function estimates showed a trend where the knee point veae ¢b normal while

less compression was found. It was also tested whether wWessa relation between
the HI listener sensitivity and corresponding estimatedekpoints. No significant
correlation was foundy(= 0.26).

RecentlyWojtczak and Oxenharf2009 discussed that the assumption underly-
ing the GOM method may not be appropriate, since on- andrefftfency maskers
show a different recovery from masking at a particular placehe BM, even when
the amount of excitation was adjusted to be the same at thee pThis means that the
amount of compression may be overestimated (lower compresgponents) using
forward masking methods to estimate BM compressi®iojtczak and Oxenham
(2009 concluded that results obtained with the GOM method ars lggly to
overestimate compression compared to the TMC method. Tl restimates of
compression for the NH listeners of the present study wet8 at 1 kHz and 0.30
at 4 kHz. This was slightly higher than, although consisteith, results from other
studies (e.g.Rosengaret al, 2005. The results oPlacket al. (2004 were obtained
with the TMC method, and they found near-normal compressimve the knee point.
This was only observed in 2 out of 10 conditions in the HI l&tes from the present
study. For the remaining conditions the compression expisneere higher. The
disadvantage of using the GOM method over the TMC methodkeisguirement of
ipsi-lateral masking noise to avoid off-frequency listemiand contra-lateral masking
noise to prevent across ear listening. It is not clear howhtwse the levels of these
noises appropriately for HI listeners. Here, these maskéenlevels were chosen
relatively lower than those used for NH listeners. The Hielieers may not have
the off-frequency cues available due to their reduced #eitgiand furthermore, the
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noise masker levels used for the NH listeners were too higth shat they would
be distractive to the Hl listeners. The finding of large indihal differences in BM
I/O functions motivate the importance of characterizingrirgg loss on an individual
basis, e.g. in terms of BM compression and BM tuning in additd the audiogram.
The valuable contribution from the present study is thatshggested experiment
provides reliable estimates of the I/O-function knee poimhich is an important
parameters when nonlinear 1/O-functions of the BM stage imalel is fitted to
individual hearing loss. Such model allows to investigateunderlying mechanisms
of cochlear hearing loss. This was investigatedJepsen and Da{2010 (chapter4
of this thesis).
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3.5 Conclusions

e In experiment 1, forward masking using on- and off-freqyewas measured,

and the results were used to obtain an estimate of basilarbmame compres-
sion. In experiment 2 a different forward masking conditwas used and the
results were used to obtain estimates of the knee point dfab#ar-membrane
input-output function. By combining the results of expegimh 1 and 2 an
estimate in the complete BM 1/O function was obtained in sev@mal-hearing
and five hearing impaired listeners.

The method extends the input level range in which 1/O fumdi@an be
estimated compared to other forward masking paradigms. edery the
suggested method requires additional testing time.

For the NH listeners the choice of masker-signal intervalsxperiment 2 was
constant and provided reasonable knee-point estimatesewn, for the Hl
listeners an individual-specific choice of masker-signé&iival is necessary to
obtain reliable knee-point estimates.
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3.6 Appendix: Additional information about the lis-
teners

This appendix describes additional information about tbarimg-impaired listeners
that were used in Chapter 3 and is listed in Teéhl@ The etiologies of the hearing
losses are listed, and they are based on clinical diagnbaesilable. It is also listed
whether the listeners were hearing-aid users or not. Finadbults from a speech
intelligibility test are listed. These results were notdise analyzed in the chapter,
but are reported here to make these data available to peé$sthle studies.

Speech reception thresholds (SRTs) were measured for [Ddbésitale I
sentences in two noise conditions. It is a closed-set wocdgrition test using
Hagerman sentenced/dgeneet al, 2003. The noise conditions were: (1) stationary
speech-shaped noise (SSN) with the long-term spectrumedDémtale 1l sentences;
(2) sinusoidally amplitude modulated (SAM) noise with a stamt modulation rate
at 8 Hz and a modulation depths of 1. The SRT was defined as tReg@Mhich
50% words were identified correctly. The noise level was taortswihle the level of
the sentences was varied adaptively. Listeners were tfainea single run with 20
sentences before measurements were made. The reportea@RIereages of two
measurements. The mean SRT results of the seven NH listareeedso given in the
table.

Listener Etiology Hearing-aid user SSN SAM
HI1 Presbycusis No -26 -4.8
HI2 Noise induced Yes 56 -6.3
HI3 Presbycusis Yes -6.6 -8.7
Hl4 Unknown No -6.5 -9.2

HI5 Presbycusis Yes -7.1 -8.5
Mean NH -7.6  -16.7

Table 3.3: Additional information about the five HI listeneied in Chapter 3. The table lists their hearing
loss etiology, hearing aid use and SRTs (in dB) in noise d¢@rdof stationary speech-shaped noise (SSN)
and Sinusoidally amplitude modulated (SAM) noise at a moduiatate of 8 Hz.
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A

Characterizing auditory processing and
perception in individual listeners
with sensorineural hearing loss

This study considered consequences of sensorineuralngess in ten
listeners. The characterization of individual hearingslagas based on
psychoacoustic data addressing audiometric pure-torgtiséy, cochlear
compression, frequency selectivity, temporal resolutiand intensity
discrimination. In the experiments it was found that ligleswith comparable
audiograms can show very different results in the suprestiold measures.
In an attempt to account for the observed individual data, aleh of
auditory signal processing and perception [Jepseal, J. Acoust. Soc.
Am. 124, 422-438 (2008)] was used as a framework. The parameters of
the cochlear processing stage of the model were adjustedcmuat for
behaviorally estimated individual basilar-membrane trgutput functions
and the audiogram, from which the amounts of inner hair-aatl outer
hair-cell losses were estimated as a function of frequeAdlyother model
parameters were left unchanged. The predictions showeodd agreement
with the measured individual data in the frequency selégtand forward
masking conditions while the variation of intensity disamation thresholds
across listeners was underestimated by the model. The nadklthe
associated parameters for individual hearing-impairstetiers might be
useful for investigating effects of individual hearing ieipnent in more
complex conditions, such as speech intelligibility in @ois

5 This chapter was submitted depsen and Da(201Q. Parts of this work were presented at the
International Hearing Aid Research Conference (IHCONkeL&ahoe, CA, USA, 2008
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4.1 Introduction

Hearing impairment is a communicative handicap: heannpaiired (HI) people often
experience great difficulty with speech communication.sewifficulties are typically
most pronounced when background noise is present, in resgrbenvironments or in
situations with multiple interfering sound sources. Thestmmmmon form of hearing
loss can be attributed to damage to the inner ear, or cochtezre the most obvious
symptom is a loss of ability to detect weak sounds. This i@aganied by a variety
of other changes in the way that sound is perceived. Evenuiid® are amplified
by a hearing aid such that reduced audibility is compendatednany listeners still
experience problems in every-day life situations. Therelmenormous differences
in performance between individual listeners to whom a Imggdid has been fitted
(Lunner, 2003. Some listeners might be satisfied with their aids whileecdttontinue
to experience difficulties when listening to speech in noiseompeting speech. In
order to choose the right compensation strategy for thevichal hearing-impaired
listener, one needs to understand where the sources of dhmbility among the
listeners are. It is important to clarify what the limitat®besides audibility are and
how they can be characterized. Furthermore, if the perfoomaf individual listeners
could be predicted through auditory modeling, this woulgasicularly useful to help
design the best compensation strategy for the individuals.

The present study had two major goals. One goal was to expstaity
characterize individual hearing impairment, using a seimafasures of auditory
function. The second goal was to quantitatively accountifalividual hearing
impairment using a model of auditory signal processing aedccgption. The
study focused on perceptual consequences of sensorineesahg loss (SNHL).
Typical consequences of this type of hearing loss are retlgeasitivity, loudness
recruitment, reduced temporal resolution and reduceduéecy selectivity (e.g.,
Moore 1995. While reduced sensitivity explains part of the commundarat
difficulties in HI listeners, some of the reported varidlilin performance among
listeners may be due to supra-threshold deficits. Loudnessiitment as well
as reduced frequency selectivity and reduced temporalutgzo are examples of
"supra-threshold" consequences. In the present studic hasctions of auditory
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processing in HI listeners were investigated, using psgchostic masking and
discrimination experiments. These measures included ghsitssity to pure tones
in terms of the audiogram; temporal masking curves (TMNelsonet al, 200])

to estimate individual basilar-membrane (BM) input-outf(O) functions; notched-
noise masking to estimate individual auditory filter bardtivs Patterson and Moore
1986; simultaneous and forward masking with noise mask&kagberget al,
1987 to estimate temporal resolution; and intensity discretion for tones to
estimate intensity resolution. This approach was simifaMioore et al. (1999
where measures of sensitivity and frequency selectivity @eir relations to hair-
cell loss and changes in BM compression were investigateolveier, in contrast
to Mooreet al. (1999 who focused on correlations between measures, the gaal her
was to characterize individual hearing impairment usingréital" set of outcome
measures. Furthermore, several conditions of non-simedtas and simultaneous
masking were considered which were not studieooreet al. (1999. The results
of the experiments served as the basis for the subsequemingpéfforts described
further below.

In the normally functioning system, the BM 1/O function has approximately
linear region at low input sound pressure levels (< 30-40 dBj a compressive
region at medium and high sound pressure levels (< 90 BRBp@eroet al, 1997).
The transition point between the linear and the compressigion reflects the knee
point. Some studies observed a return to linear processintevels above about
90 dB SPL (e.g.Nelsonet al, 2007). Several studies have suggested methods to
behaviorally estimate the BM 1/O function and, thus, the ant@f BM compression
in humans (e.g.Oxenham and Plagk 997 Nelsonet al, 2001). Nelsonet al. used
forward masking with pure-tone signals and maskers and ume&§ MCs where the
signal level was fixed and the temporal separation betwemtsker and the signal
varied. Based on this, an estimate of the shape of the BM If0tion was obtained,
including estimates of the amount of compression and the kaint. This method
has since been used in several studies with normal-hearidghaaring-impaired
listeners Nelsonet al, 200% Lopez-Povedat al, 2003 2005 Placket al, 2004
Stainsby and Moore2006. In these studies, a reduced or loss of compression was
found in HI listeners with severe loss, resulting in a linearclose to linear 1/0
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function (Nelsonet al, 2001 Stainsby and Moore2006 which is in line with the
assumed effect of a loss of OHCs in such listeners. Otherestuldalt with mild-to-
moderate lossed(acket al,, 2004 Lopez-Povedat al, 2005 Dubnoet al, 2007,
Jepsen and Dak008 where it was found that the estimated 1/O functions strgngl
depended on the individual listener. Some listeners sh@médcreased compression
exponent, i.e. less compression, while others also inelicatshift in the knee point
between the linear and compressive region.

In a SNHL, the number of hair cells in the cochlea is typicadigtuced due to age,
hereditary disease, noise trauma or exposure to drugs fredical treatment (e.g.,
Moore, 2007. The hair cells are divided into outer hair cells (OHCs) amaler
hair cells (IHCs). The OHCs are commonly associated withlinear gain in the
cochlea (e.g.Ruggeroet al, 1997). At low stimulation levels, the OHCs amplify the
basilar-membrane (BM) response. The amount of gain pravigehe OHCs is level
dependent; with increasing input level, the OHC gain desgea This is equivalent
to the BM input-output (I/O) function being non-linear andngpressive. It is an
important property of the normally-functioning inner ehat a wide dynamic range
of input levels is transformed into a narrower dynamic raagés output. The OHCs
are also responsible for the sharp tuning of the BM at lowsi@tion levels, a feature
which is important for the ability to spectrally resolve golex sounds. The IHCs are
responsible for the transduction of the BM motion into efeel potentials that are
further processed by the subsequent neural system alorautti®ry pathway (e.g.,
Pickles 2008. In listeners with SNHL, just noticeable differences (BYDn
intensity are typically similar as or higher than in NH lisezs when the stimuli are
presented at the same SL, whereby thresholds can vary esalsig among individual
listeners Florentineet al., 1993.

It is still unclear how the loss of OHCs and IHCs can be estthashowed that
The degree of OHC- and IHC loss has been shown to stronglhyndepethe individual
listener or animal preparation (e.ftiperman and Doddsl984 Mooreet al.,, 1999
Heinz and Young2004). The variability may arise from differences in the cause of
the loss, e.g., due to differences in the intensity and turatf noise exposureBorg
and Engstrom1989. Important effects are reduced OHC gain and, in conse@jenc
reduced BM compression and frequency selectivity. LosdHafd primarily has an
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influence on sensitivity. It has also been hypothesizedIth@tloss may affect the
temporal acuity of the neural coding, or phase locking (&more, 2007); however,
clear physiological evidence has not been provided yet,(Elginz et al,, 2002.
IHC loss has been observed to affect the temporal acuity ehtural coding, or
phase locking, but this is not necessarily always the case €53.,Moore, 2007).
These aspects of a cochlear hearing loss cannot be charadter predicted from the
audiogram alone. Estimates of the degree of impairmentgtandelation between
OHC- and IHC loss in the impaired listeners would be impdrfan characterizing
consequences of individual impairmenMoore et al. (1999 observed a reduced
sensitivity to pure tones in their HI listeners, referrechére as "total hearing loss”
(HLtor). They further used a loudness matching experiment to mbtaiestimate of
the contribution of OHC loss to the reduced audibility (k). They estimated IHC
loss (HLnc) from HLtor and Hlopc, assuming that Hior = HLopc+HL uc. Heinz
and Young(20049 measured the growth of auditory-nerve responses as aidanct
of level in cats after acoustic trauma. They observed diffeimpaired response
functions, some of which were primarily based on OHC lossesavere primarily
resulting from IHC loss and others were based on a more edgtabdtion of OHC
and IHC losses. The observations from these studies deratatsthe importance of
characterizing individual SNHL.

To address the second main goal of this study, which was talatmindividual
hearing impairment, the computational auditory signalcpssing and perception
(CASP) model oflepseret al. (2008 was used as a framework. The model consists of
various processing stages including, outer- and middiditeszing, nonlinear cochlear
processing, effects of adaptation, a modulation filterbané an optimal detector
as the decision stage. This model which is based on the atigiodel ofDau et
al. (19973 but includes a nonlinear cochlea stage instead of therligammatone
filterbank, was shown to account for a large variety of déecand masking data in
normal-hearing listenerdépseret al,, 2008. In the present study, modifications of
the model were undertaken in the cochlear stage of the mddielse modifications
were exclusively based on the individual estimates of the IBMfunctions derived
from the TMC data and the audiogram from this study. Even ghotihe model
contains numerous parameters in the different processiggs, only very few (five)
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frequency-dependent parameters were considered for wettibfi to account for the
individual losses. The model was used to predict the medghresholds obtained in
the NH and individual HI listeners. Some of the parameterthefcochlear stage
of the model were adjusted to fit estimates of BM compressieniveld from the
psychophysical data, and measured loss of sensitivityg dproach has the principal
limitation that such behavioral estimates are themselasedh on assumptions and
concepts which might not be fully justified and valid.

The CASP model represents only one example of an auditogepsing model.
In fact, explaining basic auditory masking phenomena imgeiof physiological
mechanisms has a long tradition. There have been systeatt®inpts at predicting
psychophysical performance limits (both in the NH and Hiteyg from the activity
of auditory nerve (AN) fibers (e.gSiebert 1965 1970 Heinz et al, 2001ab,c;
Colburnet al,, 2003 Bruceet al, 2003 Zilany and Bruce2006 2007, combining
analytical and computational population models of the ARhvgtatistical decision
theory. Different approaches to simulate effects of SNHlehlaeen suggested (e.g.,
Kates 1991 Bruce et al, 2003 Zilany and Bruce 2006§. A general result has
been that those models that make optimal use of all availabdemation from the
AN (e.g., average rate, synchrony, and nonlinear phasennafiion) typically predict
performance that is one to two orders of magnitude better tluisnan performance,
while the trends often match well human performance (ddginz et al, 20013.
Other types of auditory models are to a lesser extent indfoyeneurophysiological
findings and make simplifying assumptions about the awgdpomcessing stages. Such
an "effective" modeling strategy does not allow conclusiahout the details of signal
processing at the neuronal level; on the other hand, if théairexccounts for a variety
of data, this suggests certain processing principles. xanple, the temporal window
model (e.g.Oxenham and Moord994 Oxenhamet al., 1997 Plack and Oxenham
1998 Plack et al, 2002 has been shown to account for forward and backward
masking data in NH and sensorineural HI listeners as welbasther phenomena
associated with temporal resolution such as gap detecfidre temporal window
model includes an initial stage of bandpass filtering (réifigca simplified action of
BM filtering), followed by a nonlinear device, a smoothing/de (implemented as a
lowpass filter or a sliding temporal integrator) and finaltjegision device. The CASP
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model, chosen here, lies conceptually between the two appes described above. It
reflects a perception model designed to account for perakgaia, as the temporal-
window model, and is thus less accurate than the AN modelering of details of
peripheral processing. However, it makes several ad@itiessumptions about the
processing at and subsequent to the cochlear stage, sudfeas ef adaptation,
modulation filterbank and template-based optimal detectiSince this framework
has led to successful predictions of a large variety of gt masking data in NH
listeners it was chosen here to consider consequencestdéeotiearing impairment.
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4.2 Auditory processing model

The structure of the CASP modelgpseret al, 2008 is shown in Fig.4.1 The
processing stages comprise outer- and middle-ear filterdjnear BM processing,
inner hair-cell transduction, expansion, adaptation anchadulation filterbank.
Finally, the model includes an optimal detector designedidal with n-interval
alternative forced choice paradigms.

Outer- and middle-ear TF

DRNL filterbank
Linear | | Gammatone Lowpass
gain filter | filter

Gammatone | [Broken stick| | Gammatone|| Lowpass
filter non-li ity filter H filter

FTT T T T T T
| Hair cell transduction |
|
| Expansion |
'
| Adaptation |
|

_Modulation filterbank

L Ty
®
byl

Optimal detector

Figure 4.1: Schematic structure of the CASP model. The model gseyp outer- and middle ear filtering,

the DRNL filterbank, inner hair-cell transduction, expamsiadaptation, a modulation filterbank and an
optimal detector. The gray blocks indicate the stages in vhidjustments are made to fit individual

hearing loss. In the DRNL filterbank, the gain in the lineathpand parameters controlling the broken-
stick nonlinearity are fitted. IHC loss is implemented in th€ltansduction stage.
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4.2.1 Stages of the auditory processing

The first stage is an outer- and middle-ear stage implemeargddo finite impulse
response filters as inopez-Poveda and Medd{2001). The second stage is the dual-
resonance nonlinear (DRNL) filterbank asliopez-Poveda and Medd{2001). The
model uses parallel processing in two independent paths.liibar path comprises
linear gain,g, a cascade of gammatone filters and a subsequent lowpassfiliecan
be regarded as describing the “passive” BM response. Thknean path comprises
cascaded gammatone filters, a broken stick nonlinearity4B} another cascade of
gammatone filters and a lowpass filter and can be associatkedhei“active” part of
the BM response. The summed signal of the two paths desdtieesonlinear BM
processing and accounts for level-dependent compresaitiuaing. The broken-
stick nonlinearity is defined as follows:

yli] = sign(z[i]) - min(al[i]|, blx[i]|) (4.1)

wherebyy represents the output signal amds the input signal; refers to theith
sample and, b andc are parameters. After this stage, the signal analysis ferqpeed
separately in different frequency channels.

Inner hair-cell transduction is modeled as a half-wavefieation followed by a
first-order lowpass filter with a cut-off frequency at 1 kHzffdgtively, it preserves
phase information (fine-structure) at low frequencies ®ltile signal envelope is
extracted at higher frequencies. The expansion stagefdrams the output of the
IHC stage into an intensity-like representation by apmya squaring expansion.
Effects of adaptation are simulated by a chain of five simgelinear circuits, or
feedback loops, which include different time constantshia individual loops Dau
et al, 19963. For stationary input signals, the output of the series & foops
approaches a logarithmic compression. For input variatibat are rapid compared to
the time constants{ of the lowpass filters (with in the range from 5 to 500 ms), the
transformation through the adaptation loops is more lifeading to an enhancement
of fast temporal variations at the output of the adaptatimges For example, in
response to signal onsets, the output of the adaptatiors Imopharacterized by a
pronounced overshoot. In order to simulate absolute tbtdsthe lower limit of the
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input to the adaptation loops, and thus the size of the dymaamge in the model,
was chosen here to be different for different frequency nbénsuch that the model
for normal hearing predicts the 0 dB hearing level (HL) linghe simulation of the
audiogram (see gray squares in the top left panel in&®). This lower limit used
to be frequency independent Dau et al. (1996a 1997ab) and Jepseret al. (2008
where the focus was on signal in noise detection while pome-sensitivity in quiet
was not considered in detail.

The output of the adaptation stage is processed by a first-dowvpass filter
with a cut-off frequency at 150 Hz. The lowpass filter is foled by the
modulation filterbank which is a bank of bandpass filters duioadifferent modulation
frequencies. The decision device is realized as an optiratdctbr. It derives a
template of the model’s internal representation, usingoassthreshold representation
of the signal in the target interval, and a representatiothefreference intervals
(Dauet al,, 1996ab). The internal representation of the stimuli after the mation
filterbank is a three-dimensional pattern with axes timentewe frequency and
modulation frequency. In the present study, the templatee wderived from the
model fitted to the individual listener; thus, the templatsed to simulate the effects
of hearing impairment were based on the impaired, i.e. thenoomal, auditory
processing. Internal noise is added to the internal reptagen in order to limit
the model’s resolution and match human performance. Thanae of this noise was
adjusted such that the model follows Weber’s law in intgndiscrimination with
pure tones, at a reference level of 60 dB SPla( et al, 19963. The variance
was kept constant in all simulations. It was determined & tfodel of normal
hearing and assumed to be the same in listeners with SNHLefféaet of the internal
noise depends on the experimental conditions. For exaiifijglenasking experiment
is simulated and stochastic maskers are used, themxteznal variability of the
stimuli typically dominates, whereas performance is lgdiby the internal noise in
experiments using deterministic maskers. For furtherildetde reader is referred
to Dauet al.(1996a 1997ab) andJepseret al. (2008.
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4.2.2 Parameter changes to account for SNHL

To simulate consequences of sensorineural hearing lossstdiges associated with
hair-cell loss were modified. The changes were thus inclirdéae DRNL filterbank
and the IHC transduction stage. The input-output behavidh@ DRNL filter is
determined by the interaction of the linear and the nonlipash. The resulting knee
point and compression exponent are therefore not solelpeatbfiy the broken-stick
nonlinearity. The linear path has more dominance whentigatigaing, is increased,
leading to a linear response at high input levels. Parasmetandb in the broken-
stick nonlinearity (Eq4.1) can be adjusted to fit the target knee point. The relation
between the values afandb determines the level at which the transition from linear to
compressive processing (the knee point) occurs. By ddogeasthe low-level linear
part will be extended, thus shifting the knee point towardhér levels. A decrease
of b extends the compressive region towards lower levels, thifting) the knee point
towards lower levels. Parameters the compression exponent and will resemble the
effective compression of the complete input-output fusrctivhere the ternb|z[i]|°

in Eg.4.1is smallest. The interaction betweenb, ¢ andg determines the resulting
compression exponent of the complete DRNL 1/O function.

In the present study, these four parameters were adjustéid tee BM 1/0
functions of the individual listeners. This was done malyualhe first step was to
adjust a and b in parallel according to the estimated knete, thie lowest measurable
point in the TMC data. The DRNL 1/O function was assumed toibedr for levels
below this level or the knee point. It was further assumed tha compression
exponent (paramete) of the fitted DRNL 1/O functions cannot be below that of the
DRNL 1/O functions simulating normal hearing. Parametavas only in few cases
adjusted, since the adjustedandb already influenced the effective compression in
the compressive region. Finally, paramegewas adjusted such that the extent of
the compressive region was matching the estimated I/O iimctThe DRNL 1/O
function was assumed to be linear for levels below the lowesasurable point in
the TMC data. It was further assumed that the compressioonexy (parameter)
of the fitted DRNL I/O functions cannot be below that of the DRNO functions
simulating normal hearing. The parameters were determatelddand 4 kHz. For
other filter center frequencies (from 0.05 to 10 kHz in 25 Hgps), the corresponding
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parameters were obtained using a linear interpolation at@pmolation procedure.
This procedure was the same as the one used in the regressilysis inLopez-
Poveda and Meddi§€200]) to derive the DRNL parameters at arbitrary filterbank
frequencies. Linear interpolation was performed such tiatparameters followed
the form log,(parameter)= py + m - log,,(BF), wherep, andm describe the
offset and slope of the linear relation, respectively, &¥d denotes the filter's center
frequency in Hz.

An estimate of OHC loss in terms of sensitivity loss was oteifrom the fitted
DRNL I/O function. It was assumed that the output magnitudé®"normal” DRNL
I/0 function for an input level of 0 dB SPL reflects absolutestvity of this stage.
Figure4.2shows the I/O functions of the DRNL model for normal hearindiierent
frequencies. The filters centered at 250 (open squares) @hdH5 (open circles)
have their knee points shifted towards at higher input keaeld their low-level linear
parts are extended compared to the functions shown for greehifrequencies. One
consequence is that the maximum amount of OHC loss that caimgated is lower
than at higher center frequencies, since the 1/O functiongHese low-frequency
filters reflect less nonlinear gain. Similar frequency-defsnt knee points were
observed in the pulsation threshold dat®latk and Oxenhar(2000, to which the
original version of the human DRNL filterbank was fittéapez-Poveda and Meddlis
2007). The previoulsy proposed animal filterbamtéddiset al., 2009 also simulated
limited compression at low center frequencies based on afa®hode and Cooper
(1996. Itis now commonly assumed that on-frequency BM compogsisi frequency
independentl{opez-Povedat al., 2003. However, a modification of the DRNL to
comply with these findings has been outside the scope of sept study. Tablé.1
shows the frequency-dependent maximum amount of OHC logpseaticted by the
DRNL model.

The amount of IHC loss (Hlc) was estimated as the difference betweenrdil
(as measured in the audiogram) andddt (estimated from the fitted DRNL I/O
functions). Liberman and Dodd$1984 found that noise-induced damage to the
IHCs, mainly causes elevated tuning curves. Here, it wasasg that HLIHC can be
simulated as a linear attenuation at the output of the hditransduction stage. Other
studies involving simulation of IHC loss use similar and gienforms of attenuation,
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Figure 4.2: DRNL input-output functions at different centequencies ranging from 0.25 to 8 kHz. The
functions are aligned such that an input level of 100 dB SRidpces a model output of 100 dB. The dotted
line indicates linear processing.

Center frequency (kHz) 0.25 0.5 1 2 4 8
Max HLowc (dB) 17 25 34 38 43 45
Knee point (dB) 65 45 30 20 30 40
Compression (dB/dB) | 0.35 0.35 0.25 0.25 0.25 0.25

Table 4.1: Maximum Hbpc that can be simulated by the DRNL filterbank at different cefreguencies
as well as the values for the simulated knee point and compreséthe DRNL simulating normal hearing.

although implemented in different ways (e l§ates 1991 Bruceet al., 2003 Zilany
and Bruce2006. It was assumed that Hlc can be simulated as a linear attenuation
at the output of the hair-cell transduction stage. Line#&erpolation was used to
obtain attenuation factors for frequencies from 0.05 to H@ with a resolution of 25
Hz. This was done for each individual listener.
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4.3 Experimental method

4.3.1 Testsubjects

Ten hearing-impaired (HI) and three normal-hearing (NK)elners participated in
this study. All HI listeners had a SNHL indicated by air-bogaps of less than
10 dB in their pure-tone audiograms. Only one ear of eachestibjas measured.
The measured audiograms of all ten listeners are shown indf3gand indicated
as open symbols. Additional information, e.g., listenexge and gender, can be
found in Table4.2 and in Sec4.7. The filled symbols indicate simulated thresholds
which will be described in sectioA.4.2 The listeners consisted of six males and
four females, aged between 48 and 73 years. Seven of thestendrs were using
hearing aids regularly. The measurements in this study warded out without
hearing-aid amplification. Two of the HI listeners had poex experience in listening
experiments. The three NH listeners (two males and one &rageéd between 20 and
27 years) were included as a control group. All had audiamptrre-tone thresholds
below 10 dB HL. One of the NH listeners was the first author wad axperience in
listening tests. All listeners (except the first author) evpaid for their participation.
Measurement sessions were between 30 to 45 minutes longdiegen the listener’s
self-reported ability to focus on the task. No appointmastdd for longer than two
hours. The amount of training depended on the experimeatnifig was performed
until no systematic improvements in thresholds were oleskr¥he TMC experiment
was the most demanding task and required two to four hoursioirig to reach stable
results. In all measurements except the audiogram, thestgbfompleted at least
three runs per condition. The total testing time for eachjeaatpincluding training,
was 14 to 20 hours.

4.3.2 Apparatus and procedure

The pure-tone audiograms were measured manually with ag@8€dtclinical setting,
using the Interacoustics Affinity and Sennheiser HDA20Qpbanes. The same sys-
tem was used to perform the bone-conduction measuremehtghér measurements
were carried out in a double-walled sound insulated booth wicomputer monitor
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to provide instructions and visual feedback. The computsitbkard was used to
obtain the responses. The stimuli were presented monawiallSennheiser HD580
headphones. They were generated in MATLAB on a personal atenpnd converted
to analogue signals by a 24-bit soundcard (RME DIGI 96/8).e Tibtched-noise
masking stimuli were generated at a sampling rate of 48 kiithd other experiments,
the sampling rate was at 44.1 kHz. FIR equalization filtensevegplied to obtain a flat
frequency response at the headphone output. A three-ahtitanee-alternative forced
choice paradigm combined with a 1-up-2-down tracking rudes wsed, except for the
TMC experiment where a 2-up-1-down rule was applied. Thenteg thresholds thus
reflect the 70.7% point on the psychometric function andasgnt the mean of at least
three measurements. The step size was varied adaptivelyigstholds represent an
average of the levels at the last eight reversals at the ftepl Size. The listeners
received immediate feedback on whether a response wastorneot.

4.3.3 Stimuli
Temporal masking curves (TMC)

In the TMC experiment, forward masking of a fixed-level briefe was measured
as a function of the signal-masker interval. The probe sig@s a pure tone with
a duration of 20 ms, which was Hanning windowed over its entitration. The
frequency {.;,) was either 1 or 4 kHz. The signal was presented at 10 dB sensat
level (SL). The masker was also a pure tone with a duratio®0fs and 5-ms raised-
cosine on- and off ramps were applied. The masker frequeficywas equal tofy;,
(on-frequency condition) 0d.6 - f.;, (off-frequency condition). The masker-signal
interval was 2, 5, 10 ms and additional 10-ms increments tiatisubject reported (in
pilot runs) that the masker level became uncomfortably loudeached the maximum
level of 102 dB SPL. The masker level was adjusted to reachedasignal threshold.
The initial step size was 8 dB and the final step size was 1 dB.

Notched-noise masking

In order to estimate the shape and bandwidth of the auditioeysfj the notched-noise
masking method was useBdtterson and Nimmo-Smith98Q Patterson and Mooye
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1986. The signal was a pure tone at frequeny(1 or 4 kHz) with a duration of
440 ms. Maskers were generated as band-limited Gaussiae aond had a duration
of 550 ms. Both signal and masker were gated with 50-ms raiesithe ramps. The
outside edges of the noise were fixedtat8 - f,. Five symmetricdf / f, : 0.0; 0.1;
0.2; 0.3; 0.4) and two asymmetric notch conditiong ( fo: 0.2|0.4; 0.4|0.2) were
tested, wheré f was the spacing between the inner noise edgeg@ntihe constant
signal paradigm was used, i.e., the signal level was kepitaohwhile the masker
level was varied.. For the NH listeners, the signal level 4@siB SPL. For the HlI
listeners, the signal level was at least 50 dB SPL, and thefiapkevels used for the
individuals (given in Tablet.2) were typically between 15 and 25 dB SL and were
based on pilot runs of the experiment, such that the signalchearly audible and
data could be obtained for the widest notch conditions.

Simultaneous- and forward masking with noise maskers

In order to measure temporal processing, the transitian ionultaneous to forward
masking was measured using a noise masker &dasberget al. (1987. The same

short signal as in the TMC experiment was used. The maskea ldagation of 220

ms. Raised-cosine ramps were applied. The duration of teetaamp was 10 ms
and 5 ms for the offset ramp. The masker was generated as si@aumwise and

was band-limited to frequencies ranging from 0.75 to 1.2te# the signal frequency.
The masker level was fixed at 85 dB SPL. The measured maskeatsitervals were

-219, -120, -20, 0, 20 and 60 ms, defined relative to the masffet. Thus, negative
values reflect simultaneous masking while intervals at dmde@ 0 ms reflect forward
masking. The initial and final step sizes were 8 dB and 1 dBaets/ely.

Intensity discrimination with pure tones

Intensity discrimination was measured to investigatemitdéindividual differences in
intensity resolution, which may, at least partly, be asseci with cochlear processing.
In listeners with SNHL, just noticeable differences (JNs)ntensity are typically
similar as or higher than in NH listeners when the stimuli presented at the same
sensation level. For equal SPL conditions the impairednists generally show higher
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JNDs. Depending on the shape of the audiogram the JNDs carceasiderably
among individual listeners, but a general observation leas Ithat, for listeners with
a sloping audiogram, the JND increased strongly (€lgrentineet al, 1993. Here,
the signal was a pure tone at 1 or 4 kHz. In the signal intetlellevel of the tone was
higher than in the reference intervals. The difference betwthe measured threshold
and the reference level denoted the JND in intensity. Theasiguration was 600
ms and had 125-ms raised cosine ramps. JNDs were measunedei@nce levels
of 60 and 80 dB SPL. In a few cases, where audibility was arejsthe JNDs were
measured at 70 and 90 dB SPL. The silent interval betweervaitavas 500 ms. The
initial and final step sizes were 1 and 0.1 dB, respectively.

General simulation parameters

Pure-tone thresholds, off-frequency temporal maskings/esr simultaneous and
forward masking thresholds, notched-noise masking amgitly discrimination data
were predicted using the models that had been fitted to atdourthe BM 1/0O
functions in the individual listeners. The range of perigtdilters considered in
the simulations was chosen to be within one octave from the signal frequency
in these experiments. Another model parameter was the &wshich the supra-
threshold target was presented in the template generdhierdétector level). In the
audiogram simulations, this level was generally 15 dB aleimected threshold. In
the intensity discrimination experiment, the detectorlawas chosen to be 5 dB
above the reference level. In the simultaneous- and forwaagking experiments,
the detector level was fixed at 90 dB SPL. The detector levetimdo be above
the expected threshold level, otherwise the model has wiiés t derive a "stable"
representation of the target signal. For example, if thealet level | s very low, the
(normalized) template typically gets a structure whiclmsgly differ from the signal
representation at the current signal level.
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Listener

NH

HI1

HI2

HI8 HI9 HI10

Tested ear: Left/Right

Age (years)

Gender (Male/Female)

Pure-tone thr. 1/4 kHz (dB HL)
Probe-signal thr. 1/4 kHz (dB SPL

21/20/27

F/IM/IM
0/0
12/12

67

20/45
25/36

63

35/50
37/48

R R L
71 63 51
M M F
50/65 10/60 5@5/
55/62 21/54 8/52

BM compression, 1 kHz (dB/dB)
BM compression, 4 kHz (dB/dB)
1/0 knee-point 1/4 kHz (dB SPL)

0.29
0.26
/-

0.30
0.29
-159

0.52
0.42
-

0.51 0.17 0.63
0.97 0.43 1.28

Knee point of fitted DRNL

30/30

40/55

55/65

Signal level, NN 1 kHz (dB SPL)
Signal level, NN 4 kHz (dB SPL)

40
40

50
60

60
65

ERB of 1 kHz roex filter
ERB of 4 kHz roex filter

155
494

156
840

220
541

81/- -I- -I-
80/- 30/70 - 35/
60 50 60
75 - 75
365 142 166
2232 - -

Intensity JND, 1 kHz 60/80 dB ref.
Intensity JND, 4 kHz 60/80 dB ref.

1.4/1.1
1.4/0.9

2.0/2.1

-11.7

3.1/2.6
2.8/1%7  3.1/1.2

7.3173 2.2/1.8

/1.8 3.1/3.1  4.1/3.1
-11.7° <21 3.4/1.7

Table 4.2: Detailed information about listeners and reflsudiogram, estimated BM compression, knee point, as wesadts from the notched-
noise (NN) and intensity discrimination (JND) experiment$] ffers to the average NH listener. (a): Average of NH1 an@Ng): The reference

level was increased by 10 dB.
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Figure 4.3: The open symbols indicate pure-tone thresholdiBi hearing level (HL) for the different

hearing-impaired listeners. Listeners in the left columnil(tdl HI5) had mild-to-moderate losses while the
right column indicates listeners (HI6 to HI10) with severgtifrequency losses. The black filled symbols
show the corresponding simulated thresholds using the CASfInfitted to the individual listeners. The

gray filled symbols in the upper left panel show the simulateelsiholds obtained with the CASP model for

normal hearing.
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4.4 Results

4.4.1 BM input-output functions
Temporal masking curves

The results from the TMC experiment are shown in Bigl The first two columns
show the results for 1 kHz. The third and fourth columns shbe results for 4
kHz. The circles represent the measured data obtained iontfieequency masking
condition. The open squares show the corresponding datanebt in the off-
frequency condition. The horizontal dashed lines indidhte signal thresholds
without any masker. The error bars, indicatihgone standard deviation, are typically
smaller than the data symbol. The results for the NH listeaee shown in the two
top panels. The other panels represent the results for tivedoal hearing-impaired
listeners HI1 to HI10.

Generally, the off-frequency TMC thresholds (squares) dlmove the on-
frequency thresholds (circles) since an off-frequencykmaproduces less masking
than an on-frequency masker at the signal frequency. Théraxfiency TMCs
typically have a constant slope whereas the on-frequencg€g bften show a change
in the slope with changing masker-signal interval. In soistehers (e.g., HI1, HI4,
HI6, HI9 at 1 kHz), the on-frequency TMC has a steeper slopa the off-frequency
TMC. This is consistent with previous studieNglsonet al, 2001, Nelson and
Schroder 2004 and indicates BM compression. For some listeners (e.dL,ad
HI4 at 1 kHz), the off-frequency TMC converges with the oaefuency curve. For
other listeners (e.g. HI7, HI8 and HI9), no thresholds cdo#dobtained for the
largest masker-signal intervals since the masker levaedarbhe uncomfortably loud
or exceeded the maximal presentation level allowed (102 BB).SNo data were
obtained for HI6 at 4 kHz because the shortest masker-sigteaVal already required
uncomfortably loud maskers.

In a few cases (e.g., HI1, HI3 and HI5 at 4 kHz), the on-freqyemasker
produced higher thresholds than the off-frequency maskhis was also observed
in earlier studies with impaired listeners (e.§lpore et al, 1999 Nelson and
Schroder2004) and was explained by possible level differences origimptiom the
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Figure 4.4: Results from the TMC experiment for the HI listan@nd one NH listener (top panels). The
first two columns show the results for the signal frequencyldi4. The third and fourth columns show the
corresponding results at 4 kHz. The circles and squareesept thresholds in the on- and off-frequency
masking conditions, respectively. Error bars of one stahdaviation are generally smaller than the symbol
size. The horizontal dashed lines show the absolute thieesthe probe signal for each listener.
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headphones. This explanation can be excluded here sineézxiliheadphones were
used and the effect was not generally observed in the datsloping SNHL, OHC
damage has presumably mostly affected the cochlear siteghafrequencies. If the
OHC gain at the off-frequency masker frequency is closeraional than at the on-
frequency site, itis likely that the off-frequency maskesguces more masking at the
signal frequency than the on-frequency masker. In thesssc#®e off-frequency data
were shifted vertically to compensate for such effectspdigated by the filled squares
in Fig. 4.4. The shift was applied such that the on- and off-frequencyCTédnverge
at long masker-signal intervals. This was done in order taiolBM I/O functions
where an input level of 100 dB produces an output level of 1B0Hbwever, the shift
of the off-frequency data did not affect the level of the kpe@t and the compression
exponent which were the key parameters estimated from tlae da

For some listeners, there were several conditions (e.®, HI9 and HI10 at 4
kHz) where on- and off-frequency masking curves were egdbnon top of each
other. According to the TMC paradigm, BM compression is abs¢ that site if the
slopes of the two curves are the same. The slopes of the TMisiped by the off-
frequency masker, referred to as off-frequency TMCs, atediin Tab4.3for the ten
HI listeners together with the mean slope of the three Nigtists. The values of the
slopes of the NH listeners, 0.503 and 0.448 (dB/ms) at 1 artdz} tespectively, are
consistent with earlier findings &tosengarcet al. (2005, where the corresponding
slopes were 0.53 and 0.39. The slopes for the ten Hl listearergenerally shallower
(mean slope = 0.303 and 0.189 at 1 and 4 kHz, respectively)tti@se for the NH
listeners, except for a few conditions (HI2, HI3 and HI7 atHizkwhere they are close
to the normal values. Shallower slopes of off-frequency BW@re also generally
observed in the studies Blacket al. (2004); Rosengaret al. (2005.

Estimated BM input-output functions

BM input-output functions were derived from the TMC data Fiig. 4.4) following
the procedure suggested Nglsonet al. (200]). Figure4.5shows two examples of
estimated BM 1/O functions. The circles indicate the I/Odtion for HI4 at 4 kHz
and the squares show the 1/O function obtained for listert¢t.NA straight line was
in each case fitted to the off-frequency masking data (in &), which reflects the
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masker level at signal threshold as a function of the masikgral separation. These
output levels were then plotted as a function of the inpu¢ll@orresponding to the
masker-signal intervals measured with on-frequency maskihe short vertical line
close to the abscissa indicates the threshold in quiet éptbbe signal for HI4. The
dotted line in Fig4.5has a slope of one indicating a linear I/O function. Atapez-
Povedeet al. (2003 andPlacket al. (2004, a multi-segment regression fit was used.
Here, one-, two- or three-line fits were permitted by the pthee and the number of
lines fitted were chosen based on the best least-squares$h ttata.. Three-line fits
were required where the data showed a return to linearityght input levels. The
solid gray curves in Figd.5 show the two-line regression fit to the data of HI4. The
intersection indicates the estimate of the knee point.

Figure 4.6 shows the obtained BM /O functions (circles) for all HI ésters.
Estimates of maximum compression and knee points for dlktdgects are listed in
Table4.5. In a few cases (HI1, HI3 and HI5 at 4 kHz), the derived 1/O fiioe fell
below the 1/0O function indicating linear processing. Ingbeases, the complete 1/0
function was shifted horizontally. This shift helped adijng the DRNL parameters,
but did not affect the knee point or compression values. BMm@ssion was found in
all listeners with mild-to-moderate loss (HI1 to HI5), b@thl and 4 kHz. The slopes
ranged from 0.13 to 0.64 dB/dB. In about 30% of the conditi@anknee point could
be estimated and was in the range from 55 to 69 dB SPL. In ther atinditions, it
was not possible to obtain data at low levels to estimate tiee point between linear
and compressive processing, and linear processing wasiaddor levels below the
lowest measurable data point. The lowest measurable pwirttse 1/0 functions were
at 10 - 25 dB above the absolute threshold of the signal. At ligut levels, the 1/0
functions indicated a return to linearity in 50% of the cdiudtis. For seven of the ten
I/O functions for the listeners with mild-to-moderate lasshis study, the amount of
compression was close to that for the NH listeners. This €ss@bserved irPlack
et al. (2004. The data in Fig4.6 show a remarkable variation of the 1/0 functions
across listeners, indicating the importance of estimatdgidual BM processing in
the Hl listeners. For example, HI9 at 1 kHz shows a near-torabl/O function, HI6
at 1 kHz and HI7 at 4 kHz show near-to-normal compression butlavated knee
point and HI7, HI8 and HI10 at 1 kHz as well as HI9 at 4 kHz shomeaesidual
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Figure 4.5: Example of measured and simulated BM /O functidriee squares and circles indicate the
measured |/O function for the listeners NH1 and HI4 at 4 kHgpeetively, derived from the TMC data.
The two gray straight lines represent linear fits to the Hithd@he dashed curve shows the simulated 1/0
function for the corresponding DRNL filter for NH. The blacalisl curve indicates the simulated DRNL
1/O function adjusted to fit the data of HI4 at 4 kHz. The honital dash-dotted line indicates the output
level of the model in response to a 0 dB SPL input level. Theeddihe indicates a linear 1/O function.
The vertical black represents HI4’s absolute thresholdHerforward masking signal at 4 kHz. The double
arrow indicates the estimated loss of sensitivity due to ObKS (Hlonc).

compression which is smaller than that observed in the NddHers. HI8 and HI10

at 4 kHz show no compression. A similar variation in the indiial patterns was

found in Nelsonet al. (200]) and Stainsby and Mooré2006. Thus, the general

observation was that I/O functions can be very differenbssiisteners even though
their audiograms are relatively similar.

Simulated BM input-output functions

The thin dashed-dotted horizontal line in Fi5 represents the output level of the
model for a 0 dB SPL input level. The dashed curve shows the IDRNdel's 1/0
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Figure 4.6: Derived BM I/O functions for the HI listeners atteir corresponding DRNL 1/O functions.
The first two columns show the results for the 1 kHz signal. Thiedtand fourth columns show the
corresponding results at 4 kHz. The circles indicate thenesed BM 1/0 functions, derived from the data.
They gray lines indicate straight-line fits to the data. Tleek solid curves indicate the DRNL I/O function
fitted to the data. The dashed curve represent the I/O funofithe DRNL simulating normal hearing. The
dotted line indicate a linear relation and the vertical limgicate the absolute threshold of the signal in the
TMC experiment.

function for normal hearing at the corresponding signajdiency (4 kHz). A set of
DRNL parametersd, b, c andg) was determined, such that the DRNL I/O function
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fitted the BM 1/O data. The solid black curve represents th&\DRO function fitted
to listener HI4. The same method was used to obtain correlapgpmparameter sets
for each individual HI listener. The values for the adjusi&NL parameters are
listed in Tab.4.4. For listeners HI2, HI4 and HI9, the estimated BM 1/O funaso
were close to normal. The solid black curves in Fd show the fitted DRNL 1/O
functions for the individual listeners at 1 and 4 kHz. In femges where the measured
I/O functions indicated return to linearity (e.g., HI4 at WXkin Fig. 4.5), the DRNL
I/O functions could not be fitted exactly to the measured fions, due to the way
the DRNL parameters interact. In these cases, output levetiuced by high input
levels (above 70 dB SPL) might be slightly higher than theesponding measured
output levels.If a near-to-normal 1/O function at 1 kHz wéaserved in a listener, then
the DRNL parameters for the filters below 1 kHz were not chdngéative to those
for normal hearing, assuming normal BM behavior at low fieggies. This was done
for listeners with a flat hearing loss below 1 kHz, HI2 HI4 ant®HOther listeners
with a flat low frequency loss (e.g., HI1 and HI3) did not shosanto-normal BM
I/O functions, such that their parameters for the low-fresgry DRNL filters were
changed accordingly.

Measured and simulated off-frequency TMCs

The slopes of the off-frequency TMCs were calculated fromdhta in Fig4.4 and
listed in Tab4.3. Furthermore, off-frequency TMCs were simulated usingtioelels
of the individual listeners (not shown explicitly), and thbpes of the simulated
TMCs were calculated and listed in Tab3. The TMCs were qualitatively accounted
for in the sense that if compression was simulated for aqaati listener, then the
slopes of the on- and off-frequency TMC were different. Heere the simulated
on-frequency TMC only rarely represented a good quantéagiccount, since the
masker-signal interval at which the steepness of the TM@g@be was not matched.
Predictions of the slopes of the off-frequency TMCs is ieg#ing since it may help
understanding the observed shallower slopes in HI lisgeinehis and earlier studies.
The slopes produced by the model of normal hearing were cahfgeto the measured
slopes at 1 kHz, while it was slightly shallower at 4 kHz. $twakr slopes at higher
frequencies was observedliopez-Povedat al. (2003, but not in the present study.
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The predicted slopes for the HI listeners were generall{iaher than for the NH
model, and this effect is broadly consistent with the resaftseveral studies using
the TMC method in HI listeners (e.¢Placket al., 2004 Lopez-Povedat al, 2005
Rosengaret al, 2005.

4.4.2 Predicted pure-tone audiograms

The sensitivity loss due to OHC loss (Hlc) was estimated on the basis of derived
DRNL I/O functions at 0.25, 0.5, 1, 2, 4 and 8 kHz. The valuesHbfpnc for
the individual listeners at 1 and 4 kHz, and the interpolatetje of Hloyc across
all frequencies are listed in Tabke5. HLopc ranged from 0 dB, where the data
indicate normal I/0 behavior, up to 46 dB (depending on tegudency) where the data
indicate a complete loss of compression. As expected, tgedaHLlopc-values were
found in the listeners in which no compression was obseri#8 &nd HI10) at the
higher frequencies. The IHC loss component () was assumed to represent the
difference between the total sensitivity loss reflectethéndudiogram (Hkot) and the
estimated sensitivity loss due to outer hair-cell loss, Heyc = HLtor — HLopc.
The values of Hi,c for each listener at 1 and 4 kHz as well as the range of the
interpolated values across all frequencies are listedlte®a5. The individual HLyc
estimates are in the range from 0 to 40 dB and are similar adreguencies.

Predicted pure-tone thresholds are shown by the black sgmb&ig. 4.3 The
guantitative estimates of the thresholds as well as theecglmapes are predicted well,
and deviations are within 10 dB with a few exceptions. This wapected since the
audiogram data were used to estimateydLfor frequencies from 0.25 to 8 kHz.
The results show that the simulated &lc and HLyc in the cochlear stage have the
desired effect on the actual threshold prediction obtaimitld the overall perception
model (CASP).

4.4.3 Relation between pure-tone threshold and estimate$ com-
pression, HLoyc and HL ¢

Figure 4.7 shows the relation between the measured audiometric thicksind the
different quantities derived in the present study, nameWy &mpression, Hbpc,



102 4. Characterizing auditory processing in hearing immpaint

HLnc. The calculated correlations also include the individuatadfor the NH
listeners. Panel A shows that there is a clear correlatibnd®En pure-tone threshold
and Hloyc (r = 0.927, n = 26, p < 0.001) indicating that higher loss ofsstrity is
associated with higher OHC loss. Panel B shows that thergvisader, although still
significant correlation between the pure-tone threshotttingc (r = 0.771, n = 26,

p < 0.001). Panel C shows only a weak correlation betweenuhetone threshold
and the estimated compression values (r = 0.518, n = 25, p08).This means that
BM compression cannot be predicted from the measured auiiogMoore et al.
(1999 found a similar correlation between threshold and BM caspion estimate (r

= 0.56). The relation between ke and compression, shown in Panel D, was weak
but significant (r = 0.5062, n = 25, p = 0.010), wheveore et al. (1999 found a
stronger correlation between the corresponding measure6.68). The correlation
here between Hhc and compression, as shown in Panel E, was weak (r = 0.4179, n
=25, p = 0.038) but stronger than the corresponding coroel&und inMooreet al.
(2999 (r = 0.26, not significant).

4.4.4 Frequency selectivity
Data from the notched-noise masking experiment

Figure4.8shows the data from the experiment, indicated by open sysdmoinected
by solid lines. No data could be obtained in the 4-kHz coodifior listeners HI6
and HI9, due to uncomfortably loud masker levels. As exmkdiee masker level
generally increases with increasing notch width. Howetles, rate of increase was
different across Hl listeners and frequencies.

Predicted notched-noise data

Simulated thresholds are indicated by the filled black symboFig. 4.8, connected
by dashed lines. The simulations agree well with the meaa ofathe NH listeners
in the 1-kHz condition. However, in the 4 kHz condition the deboverestimates
the masker level at particular notch conditions (0.1]0.2002, 0.3]|0.3), indicating a
too narrow tuning within the model. At both frequencies, 8sgmmetric conditions
are fairly well predicted. The models of the HI listeners gratly predict acceptable
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Figure 4.7: The relation between measures of the pure-tamstbld in quiet (from the audiogram),
estimated Hipyc, HLinc, BM compression (in dB/dB). Upward- and downward pointingrigles indicate
data and estimates at 1 and 4 kHz, respectively.
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Figure 4.8: Results from the notched-noise masking expetiniére open symbols indicate the measured
thresholds. Circles indicate symmetric-notch conditior @imngles represent the asymmetric conditions.
The first two columns show the results for the 1 kHz signal. Thiedtand fourth columns show the
corresponding results at 4 kHz. The filled symbols indicagesimulated thresholds.

matches to the data at 1 kHz, except for the models simuléistener HI8 and HI9
where the masker level is overestimated. The predictioaganerally worse at the
4-kHz conditions, where the predictions in several casepaor both in terms of the
absolute levels and in the slope of the masking functionsgy @e model simulating
listeners HI1, HI2 and HI10 produced fair matches to the.data
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Measured auditory filter shapes

The measured notched-noise masking paradigm was usedrnmatesthe shape and
bandwidth of the auditory filters in the individual listeeefThe actual masking data
are not shown explicitly here. Rounded-exponential (rdétdrs were fitted to the
masking data, using the paradigm suggestelBasenet al. (1998. The fitted roex
filters for each listener are presented in Fid@ and indicated by the thin curves. The
lower left panel shows the roex filters for the three NH ligten It is important to
note that the data were collected using different signalte(see Tabld.2); the filter
bandwidth might therefore not be directly comparable axiisseners. There were
not enough data available at 4 kHz to obtain reliable roesrfastimates for listeners
HI6, HI7, HI9 and HI10, since the maskers at the widest notwhd@ion became
uncomfortably loud or exceeded 102 dB SPL. The equivaletangular bandwidths
(ERBS) of the fitted filters were calculated and are listedahl&4.2

Simulated filter shapes based on individual BM I/O functions

Figure 4.9 also shows DRNL iso-intensity response curves for the diltghick
solid curves) using the same parameters as determined abosecount for the
individual BM 1/O functions. This was done in order to evakidhow well the
corresponding DRNL filters actually match the estimatedtaugfilters derived from
the "independent” notched-noise masking experiment. Atifasive comparison was
made in terms of the difference between theé0-dB bandwidths in percent. These
are listed in Tablel.6. Here, DRNL filter tuning was considered to be a fair match
if this difference was less than 20%. Roex and DRNL filtersametl well for the
three NH listeners, except for one listener at 4 kHz. For thgnty (8 out of 10) of
the 1-kHz filters, the roex- and fitted DRNL filters agree wedlpecially with respect
to the bandwidth at the filter’s tip. It appears that the DRNiefs are generally too
sharply tuned at 4 kHz compared to the roex filters for thetists HI1 to HI5. The
measured asymmetry of the filters were, overall, not weltwagl. It was not possible
to obtain -10-dB bandwidths for the roex-filters of listemkll6 to HI10 at 4 kHz since
there were either no data or the filter slope was too shalloth@tow-frequency side.
Bandwidths of the corresponding DRNL filters were not spedifiue to the shallow
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Figure 4.9: Estimated auditory filter shapes for the ten HI #itde NH listeners (bottom left panel).
The thin curves show roex filters derived from the notchedenonasking data. The thick curves show
simulated filter shapes obtained with DRNL filters (iso-irsignresponse curves) that were earlier fitted to
the individual BM 1/O functions.

slopes of the low-frequency side. The varying bandwidththef DRNL filters are
directly resulting from the differences in compression. e3é results indicate that
individual BM tuning at 1 kHz was estimated reasonably weglitibe DRNL filters
fitted to the individuals. An example, where listeners witju& sensitivity show a
different amount of tuning can be seen in the data of HI1 andl &11 kHz. The
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pure-tone thresholds of the two listeners was 20 dB HL and-th&dB bandwidths
of the roex filter were 290 Hz for HI1 and 330 Hz for HI4. Thd0-dB bandwidths
of the simulated filters were 350 and 390 Hz, correspondingtyboth conditions
the simulated tuning was slightly broader than the estichét@ing (17 and 15%,
respectively). Another example shows that highephd.leads to broader simulated
filters. HI1 and HI3 had estimated KHLc of 1 and 22 dB, respectively. The simulated
tuning was based on the same signal (50 dB SPL) and was 35098nHdZfor the
same two listeners, respectively.

The relation between ERB, BM compression, lLc and HL ¢

Figure4.10shows the relationships between the derived ERBs and thezuntities:
absolute threshold, compression, dlikc and HLyc. Panel A shows a weak
correlation between absolute threshold and the ERB givethegproportion of the
corresponding center frequency (r = 0.5812, n =19, p = 0.08®pre et al. (1999
found a correlation of r = 0.58 for condition where the absothreshold was higher
than 25 dB HL. Panel B shows the relation between theddland the ERB with a
weak correlation (r = 0.592, n = 19, p = 0.004). For the comesing measures,
Moore et al. (1999 found a correlation of r = 0.75. Relating BM compression
and ERB in Panel C reveals a correlation of r = 0.662 (n = 19, p09&). The
corresponding data iMooreet al. (1999 showed a strong correlation of r = 0.92. In
Panel D the relation between I and the ERB is shown. Here, there is a weak
correlation, but this was not significant (r = 0.3076, n = 1%, .164). Moore et al.
found also a weak correlation of r = 0.38.

4.4.5 Simultaneous- and forward masking

The data from the simultaneous and forward masking expetiraee shown in
Fig. 4.11 The first two columns show results for the signal frequercy kHz. The

third and fourth columns show the corresponding results k2. The measured
data are indicated by the open squares whereby error baisatiadne standard
deviation. The dashed horizontal lines indicate the alsdhreshold for the signal
when presented in quiet. The results obtained by NH3 (toplgaand the HI listeners
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Figure 4.10: The relation between the estimated ERB, givenpeportion of the CF, and measured pure-
tone threshold, as well as derived measuregt, HLjnc and BM compression Upward- and downward
pointing triangles indicate data and estimates at 1 and 4 id3pectively.

are in good agreement with the results<3d&sberget al. (1987). The forward masking
conditions, indicated by the masker-signal intervals Ga2@ 60 ms, show a decay of
thresholds with increasing masker-signal interval. The cd recovery from forward
masking is slower than normal in cases where the absolutaldigreshold is higher.
This is also in line with the results @é3lasberget al. (1987).

The model predictions are indicated by the filled symbolsqdantify the match
between data and predictions, a goodness-of-fit was defméuea rms difference.
The results are provided in Tableb. Predictions were considered to be good matches
if this measure was below 8 dB, averaged across the six magj@l intervals.
The model of normal hearing describes the masking data mahgowell at both
frequencies. This was expected since the experimentalitcammsl considered here
were similar to the forward masking conditions Jepseret al. (2008 using the
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Figure 4.11: Measured (open symbols) and simulated (filled sighbimultaneous- and forward masking
thresholds. The two left columns show results for the 1-kHmai. The two right columns show
the corresponding results at 4 kHz. Negative masker-sigrnahials (-219, -120 and -20 ms) indicate
simultaneous masking conditions and positive intervals @,a#d 60 ms) reflect forward masking
conditions. The dashed horizontal lines indicate the altsahreshold for the signal.

same model. For the HI listeners, the predicted simultasi@mal forward masking
thresholds were predicted within this limit for 16 of the 2erimental conditions.
For the remaining four conditions (HI1, HI4, HI9 at 1 kHz anddHat 4 kHz), the
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predicted thresholds underestimate the measured thdssbglup to 33 dB. In terms
of forward masking at 1 kHz the model predicts a too fast dendjve of the ten
cases, and for HI7 at 1 kHz the predicted rate of decay is tatiosh At 4 kHz, the
forward-masked thresholds are fairly well predicted, gxder listener HI9. In the
simultaneous masking conditions at 4 kHz, the model untierated the thresholds
in most cases, while for 1 kHz the predictions were fairly gjoo

4.4.6 Intensity discrimination

The results from the intensity discrimination experimerg presented in Tablé.2
For the NH listeners, the mean just noticeable differeng®®j in intensity at 1 kHz.
were 1.4 and 1.1 dB at reference intensities of 60 and 80 dB &RBpectively. At 4
kHz, the corresponding JNDs were 1.4 and 0.9 dB. These vahgeslightly higher
than those oflorentineet al. (1993 in terms of equal SPL. For subjects HI2, HI6,
HI7, HI8 and HI10, JNDs could not be measured at 60 dB SPL.é&fhex, a 10 dB
higher reference level was used here. The JNDs were gendigher for the Hl
listeners than for the NH listeners and were typically in taege from 1 to 3 dB,
consistent with the findings dflorentineet al. (1993. HI6 had untypically high
JNDs at both frequencies and levels (5.0 to 7.3 dB) wherebditglicannot have been
a limiting factor.

The simulated intensity JNDs are not reported individyadince they were
roughly constant and deviated by less than 0.2 dB from thaevalmulated for
normal hearing. Thus, within the model, the simulated JN@sewnot affected by
the simulated cochlear hearing loss. The higher JNDs oedérvthe data of some
of the HI listeners could thus not be accounted for. A bettecduld, in principle,
be realized by increasing the variance of the internal nioiske model accordingly,
but such an attempt was not undertaken in this study sinceutdimply a "central”
source of hearing impairment which was outside the focus,les discussed further
below.
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Listener NH HI1 HI2 HI3 Hi4 HI5 HI6 HI7  HI8 HI9  HI10

1 kHz

a 7250 7250 600 500 7250 1200 1000 400 200 7250 600
b 0.15 0.4 0.1 0.2 0.15 0.4 0.9 0.4 0.2 0.15 0.6
c 025 025 025 040 025 040 025 040 0.25 0.25 0.50
g 585 585 585 585 585 400 300 585 600 585 300
4 kHz

a 1500 1500 800 3000 1500 3000 0 500 0 300 0

b 0.06 0.1 0.12 015 0.06 0.15 - 0.2 - 0.05 -

c 025 025 025 025 025 0.25 - 0.25 - 0.25 -

g 300 500 400 600 1000 600 300 300 300 700 300

NH values < 1 kHz

+

+

Table 4.4: DRNL parameters that were adjusted to accounh&BM I/O behavior of the individual listeners. The dasheldate conditions were the
parameter value was irrelevant due to zero contributionehtimlinear path. In the bottom row (NH values) the (+) intBsghat the parameter-values
for DRNL filters below 1 kHz were not modified, since it was assdriat BM processing at these low frequencies was normal.
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Listener NH  HI1 HI2 HI3 HI4 HIS HI6 HI7 HI8 HI9 HI10
—10-dB BW, roex, 1kHz (Hz) 300 290 380 410 330 320 300 410 300 280 330
—10-dB BW, DRNL, 1kHz (Hz) | 350 350 380 390 390 370 270 360 410 380 400
Difference, 1 kHz (in %) 14 17 0 -5 15 14 -1 -14 28 26 18
—10-dB BW, roex, 4kHz (Hz) 940 1330 1380 1550 1520 790 - - - - -
—10-dB BW, DRNL, 4kHz (Hz) | 990 940 850 730 850 740 - - - - -

Difference, 4 kHz (in %) 5 -42 -62 -112 -78 7 - - - - -
SFM rms diff., 1 kHz (dB) 42 107 6.5 6.3 8.1 57 36 49 37 132 43
SFM rms diff., 4 kHz (dB) 6.3 6.1 3.4 5.6 7.9 73 42 17 6.0 127 5.9

Table 4.6: Results of the model evaluation: -10 dB bandwitlthshe roex-filters and DRNL iso-intensity responses ar&ldliference between the
bandwidths in percent; and rms difference between measutksimulated thresholds for the simultaneous- and forward mgql8FM) experiment.

The dashes indicate conditions were the -10-dB BW could eattitained. For the BWs a difference below 20% was considegbnable, while for
the SFM experiment rms difference values lower than 8 dB wemsidered fair matches.
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4.5 Discussion

4.5.1 Behavioral estimates of human BM input/output functiors

In the present study, the TMC method was used to behavicgatiynate individual
BM 1/O functions. The results showed a large variability ofk-point position and
amount of compression among the HI listeners, even in thescak similar pure-
tone sensitivity at the corresponding frequencies. Thesknfys are consistent with
other studies (e.gRlacket al, 2004 Lopez-Povedat al, 2005 Rosengarcet al,
2005 which also found compression ratios for the HI listenei ttanged between
values of 0.15-0.25 dB/dB, as typically found in NH listesieand values of one (i.e.,
linear processing), with considerable variation acrossitidividual listeners. The
estimated parameters of the 1/O functions found in the pitesterdy were consistent
with the measured frequency selectivity in the same inda&idisteners, i.e., losses
of compression were generally associated with a decreasgdency selectivity and
a shallower decay of forward masking curves, which agre#sedrlier studies (e.g.,
Oxenhamet al,, 1997, Mooreet al, 1999. For some of the listeners of the present
study, it was not possible to obtain an estimate of the ket pf the 1/0 function.
In these cases, only an estimate of the amount of compressiold be derived
from the data and linear processing was assumed below thestoneasurable data
point. However, in other listeners and conditions, the kpeiat could be estimated
and provided valuable additional information thus inciegghe confidence in the
I/O function estimates. On the basis of the estimated I/Gctians, the amount
of sensitivity loss due to OHC loss could be estimated in tiddvidual listeners.
However, in the conditions were the knee-point estimatddcaot be obtained the
amount of OHC loss may be overestimated. If a knee pointexkiahd was different
from the assumed value, then the difference would resultimeerestimation of
OHC loss by an equal amount in dB. This, in turn, would lead ndarestimated
IHC loss by the same amount, since this quantity was deriasddyon the OHC loss
estimate. It may be useful to have more robust psychopHysieasures of the BM
knee point as e.g., suggested in Jepsen and Dau (2008) tmowethe present issue.
An earlier suggested method to obtain estimates of Hi& was using a loudness-
model Moore et al, 1999. In their study, it appeared that the estimated ERB only
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increased with increasing Hlyc when HLp g was above 25 dB. This could reflect
that their loudness-based estimate of HLOHC is less reiabthe mild losses. In the
present study the listeners generally had less hearingHassthose of the Moore et
al. study, and the presented correlation between HLOHC &8l i& compromised,
since very few ERB estimates was obtained for the severedoss

As discussed in related recent studies (&2gsengaret al, 2005 Wojtczak and
Oxenham 2009, the TMC method has several limitationRosengarckt al. (2005
found that the TMC data generally exhibit a larger varigpilhan data obtained with
an alternative paradigm also based on forward masking rtvetly of masking (GOM)
method Oxenham and Plagk997. The GOM method varies the signal level and
keeps the masker-signal interval constant, which mightigdeoa more stable cue for
the listeners of "when to listen" for the signal. Furthermoathe reliability of the
compression estimate has been found to be affected by theeabfcthe "linear” (off-
frequency) reference conditiorRosengarcet al. (2005 further concluded that the
TMC method was less effective, since it was necessary tatasge range of masker-
signal intervals to measure in dynamic range of input levisterest. However, if the
original assumption on the off-frequency TMC represenéitigear referenceNelson
etal, 2007 is valid, then itis expected that the slope does not changéareduced or
lost BM compression. The related earlier studideléon and Carney®004 Placket
al., 2004 Lopez-Povedat al, 2005 Rosengaret al., 2005 Wojtczak and Oxenham
2009 discuss the origin of the observed shallower slope of thérefjluency TMC in
HI listeners. It could be due to reduced temporal resoluticthe HI listeners, since
the HlI listeners were generally older than the NH listenethése studies. It would be
expected that reduced temporal resolution would affecand-off-frequency masking
by an equal amount. It is more likely that shallower off-fueqcy TMC are reflecting
that the necessary masker levels generally are higherddilitlisteners, and therefore
influence sources of forward masking other than BM procgssinch as adaptation
and therefore lead to different rates of recovery from fodvaasking. Furthermore,
Wojtczak and Oxenharf2009 showed that the recovery from forward masking, with
on- versus off-frequency maskers adjusted to produce the amount of masking at a
particular masker-signal interval, was different, esakciat high masker levels. This
violates the basic assumption of the TMC paradigm whichrassua frequency and
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level-independent recovery. As a consequence, compressght be overestimated
by the TMC method by a factor of twd\ojtczak and Oxenhan2009. This would
of course have an impact on the results from this study, sarceverestimated
compression would imply an underestimated amount of OHE (derived from the
estimated 1/O function) and would lead to too narrow tunifighe simulated BM
filters (discussed further below). However, also the alitve attempts to estimate
BM 1/O function have their clear drawbacks and limitatiodgoftczak and Oxenham
2009. For example, the GOM method does not provide reliablermégion about the
knee-point of the I/O functions, and might be influenced Wyfi@quency listening
due to the varying signal levels, and is also based on thergsgn of a frequency
independent recovery from forward masking. Thus, the TMGho can still be
regarded as a reliable tool to behaviorally estimate BM liicfions in humans.

The predicted slope of the off-frequency TMC mainly depehale the nonlinear
processing of the DRNL and adaptation stage within the motleé match between
the slope values at 1 kHz for the model of normal hearing refldnat the interaction
between these two can account for tone on tone forward maskiich was expected
from the results oflepseret al. (2008. At 4 kHz, the predicted slope for NH was
slightly shallower than the data of this study, and consisteith slope estimates
of, e.g.,Lopez-Povedat al. (2003. The model fitted to the individual HI listeners
generally produced a shallower and roughly constant slbégremff-frequency TMC.
These shallower slopes are primarily due to the procesdinigeoadaptation stage.
The adaptation stage acts in a nonlinear way and higher ilepats would lead
to a faster recovery of maskin@éu et al., 1996ab; Jepseret al, 2008. Faster
recovery of masking is expected to produce steeper TMCs.hifivthe presented
model the output of the early stages of the model, prior toattheptation stage, is
reduced due to the simulation of OHC and IHC loss. Consetyyehe adaptation
stage effectively processes the stimulus as if it was at &idevel and this leads
to a prediction of shallower slopes of the TMCs and diffelsefdr the on- and off
frequency conditions in the cases where residual BM corsjess simulated. In
other studies, the shallower TMCs were discussed as bemgodihe general use of
higher masker levels for HI listeners (e.bgpez-Povedat al, 2005. The present
modeling efforts show that shallower slopes may not be dtiestase of high external
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masker levels, but due to a lower internal representaticdheimasker in models of
HI.

From a clinical and application-oriented perspectiveutiig the TMC method
might be unattractive because it is very time consuming. duld therefore
be interesting to investigate alternative behavioral m@shsuch as, for example,
loudness scaling (with narrowband stimuli) in connectioithwpredictions from
loudness models to estimate BM compression. While loudnessgtlyg functions are
relatively easy to assess, it is not clear to what extent snehsures can actually
estimate peripheral compression and estimates of OHC a@iddstes. Alternatively,
objective methods have been suggested to estimate BM piemeuch as distortion-
product otoacoustic emissiongVilliams and Bacon 2005 Lopez-Povedeet al,
2009. So far, however, this has only been tested in NH listenadsiais unclear
how reliable such measures are in Hl listeners.

It remains unclear why this crossing of on- and off-frequen®Cs was observed
for particular listeners at some frequencies. One podsiltibuld be related to the
tuning of the auditory nerve associated with SNHliberman and Dodd$1984
measured AN tuning in animals after noise trauma. They obsethat the tails of
the AN tuning functions were hypersensitive at sites bas#hé site of the trauma.
However, these observations were made in animals were tise m@uma were
induced locally by narrowband noise, and the hair cells atrievant sites were
mainly intact. It is therefore questionable that this dffisca primary explanation
for the crossing TMCs, since the human listeners in the ptegady are unlikely to
have SNHL in very distinct region in the cochlea.

4 5.2 Evaluation of the models fitted to individuals

The models fitted to the individuals were evaluated in terhpsedictions of data from
the experiments, as well as psychophysical measures ddrom these data. Models
of auditory perception are most appropriately evaluateédrims of its ability to predict
measured data. Additionally, measures derived from the ckt be compared to the
processing of individual stages in the model. In the presamy, the model was
employed to predict the psychophysical data in terms of jpome sensitivity, off-
frequency TMCs, notched-noise masking and conditionsrofikaneous and forward
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masking using broadband maskers. Overall, these data welteaecounted for.
However, the off-frequency TMCs were accounted for in teohshe slope of the
masking curve, and to a less degree the actual masker lewvetbe notched-noise
masking experiment there was a general problem in simgl#ti@ masked thresholds
produced by the 4-kHz signal. Regarding the evaluationrsgalerived measures,
the tuning of the DRNL stage fitted to the listeners was evatliagainst roex filters
derived from the notched noise data. These results confithegdhe tuning of the
model at 4 kHz was not well simulated.

4.5.3 Relationships between different measures in indivigal lis-
teners

The relationships between several quantities (absolutesttiold, compression,
HLomc, HL;gco, ERB) derived from the data showed a broad agreement with
the literature. Strong correlations were found betweerplabs threshold and
HLOHC. The correlation between absolute threshold ang:#-was slightly weaker.
The relationship between compression and the three measabsolute threshold,
HLonc, HLrge showed only weak correlations. Broadly the data indicates t
several of these quantities are not predictable from theolates threshold and
strengthens the point that further individual charactiim of cochlear hearing
loss is relevant. The relationships between the testedtijeanand the ERB the
picture was in good agreement with the findingsMidore et al. (1999, except that
the present data showed a weaker correlation between csesigmeand the ERB. The
two studies share approximately the same amount of datdspoirhe discrepancy
between the correlations may reflect that the Moore et adyshiad more listeners
with severe hearing loss and estimates of compressionttigae 0.7.

4.5.4 Capabilities and limitations of the modeling approah

The model framework has earlier been successfully apptiedH data in various
experimental detection and masking conditions (eDau et al, 1996h 1997ab;

Verhey et al, 1999 Derleth and Dau2000 Piechowiaket al, 2007. Recently,
nonlinear effects associated with BM processing were ghegdlin this modelJepsen
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et al, 2008 using the DRNL filterbank l{opez-Poveda and Meddi2001). This
model was also considered here to predict effects of SNHlwever, in principle,
other cochlear front-ends could have been chosen alteehatsuch as the auditory
nerve (AN) model ofHeinz et al. (2001ac) and more recent implementations of
it (e.g., Bruceet al, 2003. One focus of their modeling has been to account for
IHC and OHC losses. For exampRruceet al. (2003 assumed that OHC function
is responsible for the active gain mechanism and for BM tinviile the function
of the IHCs is primarily a transduction of information to tA&l. They simulated a
more linear BM response, less gain and broadened tuningimatbasing OHC loss.
The maximum OHC gain in their model was 46 dB which also redl¢lae largest
possible effect of OHC loss in their model in terms of sewijtiloss. Their model
used a single parameter to simulate the effect of OHC log,allowing only one
parameter to control the 1/0O behavior due to OHC damage maypdeestrictive,
and may not provide the necessary flexibility to captureviiddial BM 1/0 behavior
in listeners with SNHL. In the present study, four paranmseteere adjusted and this
leads to more flexibility in term of fitting 1/O function to dafn terms of, e.g., knee
point and compression, with the cost of a more complex arsl dasight-forward
procedure. IrBruceet al. (2003; Zilany and Brucg2006 their simulated IHC loss
leads to reduced sensitivity and does not affect the motleling and compression.
This approach is thus conceptually similar to the one usdHearpresent study. The
dynamic compressive gammachirp filter, suggestedrimp and Pattersori2006),
provides another peripheral filtering simulation stagéjtis not clear how the model
can be modified to implement changes in the I/O function t@antfor hearing loss.
The multi-bandpass nonlinear filter @bldstein(1990 has a very similar structure as
the DRNL filter, but it is unclear if the model’s I/O behaviairtbe modified without
disrupting other important properties of that particulamdal. Overall, the DRNL
filterbank was chosen here because of its computationaiesftiz and the possibility
to relatively easily modify the BM filters’ input-output crecteristic to account for
hearing lossl{opez-Poveda and Meddi200D).

While the earlier studies (e.ddauet al, 1997a Verheyet al, 1999 Jepseret
al., 2008 were focused on the simulation of average NH data, one itapbaspect
of the present work was to provide a tool that allows to quatiely account for the
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variability in the HI data (whereas NH listeners typicallyosy much less variability).
Specifically, the present study tried to evaluate and qtadiviely predict the relations
between the results obtained in the TMC experiment, theuéegy and temporal
resolution tasks and the audibility test in more detail tharlier studies. The current
model provided a good overall description of the NH and HladaBased on the
fitted I/O functions and the audiograms, OHC and IHC losse® wstimated, and the
simulations showed how absolute sensitivity loss is rdl&tesupra-threshold deficits
within the framework of the model. The modeling results sarphe importance of
individual characterization of SNHL based on separataredés of OHC and IHC
losses. However, the adjusted parameters were based ocotlataed at only 1 and
4 kHz. Similar data could be obtained at more frequenciesaio more confidence
in the used cochlear model parameters. The use of inteipoland extrapolation of
the parameters at other DRNL filterbank frequencies mayeptovbe a too crude
assumption. It should be noted that to simulate the estomBtd 1/0O function,
there may exist another set of DRNL parametersh( ¢ andg) providing a similar
DRNL /O function, since their interaction is nonlinear. éfparameter-sets presented
here are thus not unique, but they reflect a suggestion fwipthe manual fitting
procedure. The estimated values of Hlc was derived from the measured audiogram
and the estimated Hiy . This was done at discrete frequencies. In £&ig)it
was observed that the predicted audiogram were not exattilygfithe measured
audiograms. The value of Hly~ could alternatively have been adjusted to fit the
measured audiograms. The predictions are, however, dieyeon the processing in
neighboring channels, such that the adjustment procecaunélecome less straight-
forward.

Regarding intensity resolution, the model predicted aemsaly constant JIND
across the simulated hearing-impaired listeners, whick ma consistent with the
results for some of the HI listeners who clearly showed iaseel JNDs. The finding
of a constant intensity JND in the model, independent of theunt of peripheral
compression, is a consequence of the roughly logarithméradvcompression in
the (perception) model, as discussed in detailépseret al. (2008. Thus, in this
framework, no effects of SNHL were expected in terms of isignIJNDs. This means
that either the assumptions regarding intensity codingéodel are inappropriate,



122 4. Characterizing auditory processing in hearing immpaint

or other sources of variability, potentially of retro-cdesdr origin, need to be assumed
in order to explain the increased JNDs in some of the listerEne model of normal
hearing could not predict the near miss to Weber’s Laepgeret al, 2008. This
effect (observed in data) may be due to the integration ofination across peripheral
channels, and may not be accounted for in the current magdétamework. If the
elevated JNDs observed in the present data for HI listee#lect a lack of account for
the near miss to Weber’s Law, then this modeling framework again not expected
to predict the observed data. In the framework of this magleincreased JND could
effectively be simulated by increasing the variance of titernal noise. However,
more specific hypotheses about potential sources for thations would be needed
as well as more knowledge about how such limitations mighadsounted for in an
auditory model.

The presented model in its current form has several linoitati First of all,
it was observed that the tuning of the DRNL filters fitted tadigers with mild-to-
moderate losses at 4 kHz was generally too sharp,both itiorel® the prediction of
notched noise data, and evaluating the DRNL tuning to rotecdiffitted to the data.
The tuning was determined by the simulated BM compressidheatorresponding
levels. For these listeners, residual compression wasifatimid-to-high frequencies
and, consequently, a near-normal DRNL filter tuning was &ed. The reason
could indeed be that the amount of compression was overastirby the TMC
method, as discussed above. Less compression in the DRMLEsfiltould lead
to a broader tuning. It is, however, unclear why this probleas only observed
at 4 kHz and not at 1 kHz. The discrepancy in the matches at 4 ddted
potentially affect future applications of the model of SNHEf the model generally
simulate a too good frequency resolution at high frequendieen the subjective
performance in complex tasks might be overestimated ifakk teflects an influence
of reduced frequency selectivity. The results might alsggsst that auditory filter
widths, as estimated by notched-noise masking, may notlbly stetermined by the
BM compression. Peripheral suppression has also been stwwaifect frequency
selectivity in simultaneous notched-noise masking (&heraet al., 2002 Oxenham
and Shera2003 and suppression appears to be reduced with SNHL (dainz et
al., 2002. Two-tone suppression is included in the DRNL model bukitects on
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frequency selectivity in a notched-noise masking paradigae not been investigated
explicitly yet. The results might also suggest that auglifdter widths, as estimated
by notched-noise masking, may not be solely determined &yBi¥i compression.
Additional contributors could be the shape of the assumeldigiear transfer function
and/or changes at later stages of processing in the Hl ésgen

Second, no temporal processing deficits in terms of the godiiemporal fine
structure (TFS) have been considered. Recently, the miocesf TFS information
has been discussed intensively, particularly in conneotith speech reception in
noise (e.g.Lorenziet al, 200§ Strelcyk and Dau2009. TFS information typically
refers to the temporal fine structure at the output of the leacHilters and this fine
structure evokes phase-locked activity, i.e. synchrahiireing of action potentials in
the subsequent stages of neural processing @umgero 1992. Evidence for TFS
processing deficits in HI listeners has been found in prevgiudies of monaural as
well as binaural auditory functions. Several factors mighitribute to the deficits
in TFS processing. A loss of OHCs could lead to a reduced gietiof phase
locking Woolf et al, 1981 even though this is controversial since other studies
have not found any physiological of SNHL on TFS coding (e-Hatrison and Evans
1979 Miller et al, 1997). Alternatively, TFS deficits might also be attributable to
damage to or loss of auditory nerve fibers or the innervatecsike.g.,Schuknecht
and Woellner 1953. In terms of modeling, several studies have suggested that
the extraction of spatiotemporal information, i.e. the tamation of phase-locked
responses and systematic frequency-dependent delays thiercochlea (associated
with the traveling wave), is important in the context of pifgerception (e.gL.oebet
al., 1983, localization (e.g.Shamma?2001), speech formant detection (e.eng
and Geisler 1987 and tone-in-noise detectioiCérneyet al, 2002. It has been
proposed that a distorted spatiotemporal response might East partly, responsible
for the problems of HI listeners to process TFS informatioroas frequencies (e.g.,
Moore, 1996 Heinz and Swaminatha2009. In the present study, OHC and IHC
losses have only been considered in terms of associateiiagnksses but not in
terms of temporal coding. Thus, consequences of TFS loswtae accounted for
by this model.
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4.5.5 Perspectives

Reedet al. (2009 reviewed a number of studies where SNHL was simulated by
adding threshold-shaped noise to the stimuli presentedHdiseners. Some of
these studies demonstrated that data on temporal progessich as gap detection,
can be accounted for by adding noise masking (&mrentine and Buys1984).
In other experiments, such as temporal integration, thiiom was not found (e.g.,
Florentineet al,, 1988. It is not fully understood how additive external noiseeaft
the processing in the cochlea. The noise might lineariz8Meesponse since higher
input levels are used such that the system operates siyraksih the case of a (severe)
SNHL. This could be tested by adding low-to-moderate leaekiground noise while
estimating BM compression in comparison to a quiet conditiomay also be found
that the BM response does not change significantly with aedixternal noise.
The model presented here might be useful to explicitly itigate the effect of the
additional noise in the various experimental conditiond aauld help relating the
different findings to each other.

It would also be interesting to investigate more complekgasuch as speech
perception in noise, which also depend on spectral and teahpesolution of the
auditory system. Models of speech intelligibility, e.ghetspeech intelligibility
index (SII; ANSI, 1997, typically consider only aspects of reduced sensitivitys,
individual differences resulting from supra-thresholdides are not accounted for.
Using the present model as a front-end in speech intelliyilpiredictions might thus
provide further insights into how HI listeners process shesunds.
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4.6 Conclusions

e Audiometric pure-tone sensitivity, cochlear compressivaquency selectiv-
ity, intensity discrimination and temporal resolution wemeasured in ten
sensorineural hearing-impaired listeners. Considerdiferences of the
results across the listeners were observed even for traisedrs with similar
audiograms.

e The cochlear processing stage of the considered modelrarkevas adjusted
to account for the individual behaviorally estimated BMubputput functions
and the audiograms. The model was evaluated in the expesroéfrequency
selectivity, forward masking and intensity discriminatioThe predictions of
the experimental data reflected the variability observedha experimental
data across listeners, as well as for the results obtaindteimormal-hearing
listeners. However, the model generally overestimateaiheunt of frequency
selectivity at 4 kHz for the listeners with mild-to-modexdtearing loss which
might be resulting from an overestimation of cochlear caapion via the
temporal masking curve paradigm. Furthermore, the moaelipted a roughly
constant intensity discrimination threshold across atkliers whereas the data
showed increased thresholds in some of the HI listeners.

e Overall, the results support the importance of an individiraracterization
of (sensorineural) hearing impairment. The presented tmadéramework
might also be useful for future investigations of effectsrafividual hearing
impairment on speech intelligibility in various experint@nconditions and
could further be beneficial for the evaluation of compemsastrategies and
signal-processing algorithms in hearing instruments, re/tistening tests are
time consuming and expensive.
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4.7 Appendix: Additional information about the lis-
teners

This appendix describes additional information about tbarimg-impaired listeners
that were used in Chapter 4 and is listed in Tahleé The etiologies of the hearing
losses are listed, and they are based on clinical diagntiseslso listed whether the
listeners were hearing-aid users or not. Finally, resutismfa speech intelligibility
test are listed. These results were not used or analyzed chtpter, but are reported
here to make these data available to possible future studies

Speech reception thresholds (SRTs) were measured for [Ddpéstale I
sentences in three noise conditions. It is a closed-set wewrdgnition test using
Hagerman sentenced/dgeneet al, 2003. The noise conditions were: (1) stationary
speech-shaped noise (SSN) with the long-term spectruneddé#mntale Il sentences;
(2) sinusoidally amplitude modulated (SAM) noise with a st@mt modulation rate
at 8 Hz and a modulation depths of 1; (3) randomly amplitudeluteted (RAM)
noise was randomly modulated with the Hilbert envelope ofadpass-noise (4 to
12 Hz) as modulator, which reflect typical modulation ratesunning speech. The
modulation depth was 1. The SRT was defined as the SNR at whidhvords were
identified correctly. The noise level was constant whilelével of the sentences was
varied adaptively. Listeners were trained on a single ruifn @0 sentences before
measurements were made. The reported SRTs are averages ofemsurements.
The mean SRT results of the seven NH listeners used in Chater also given in
the table.
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Listener Etiology Hearing-aid user SSN SAM RAM
HI1 Presbycusis No -45  -71.7 -6.1
HI2 Noise induced Yes -56 -64 -4.8
HI3 Presbycusis Yes -42 -105 -6.1
Hl4 Presbycusis No -6.7 9.2 -7.7
HI5 Unknown No -5.8 -94 -6.9
HI16 Unknown Yes -6.5 -9.3 -7.5
HI7 Presbycusis Yes -48 -100 -6.9
HI8 Presbycusis Yes 2.2 1.8 2.0
HI9 Presbycusis Yes -3.2 58 -4.2
HI10 Unknown Yes -4.6 -7.0 -6.1
Mean NH -7.6 -16.7 -10.7

Table 4.7: Additional information about the ten HI listeneised in Chapter 4. The table lists their
hearing loss etiology, hearing aid use and SRTs (in dB) isenabndition of stationary speech-shaped
noise (SSN), Sinusoidally amplitude modulated (SAM) noisé an amplitude modulated noise with a
random modulation rate (RAM).
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5

Relating individual consonant
confusions to auditory processing in
listeners with cochlear damagé

Reduced sensitivity to sounds represents only one typimasequence of
hearing impairment. Additional factors such as spectral &mporal
resolution have been considered to characterize (indWjduearing loss.
The present study investigated consequences of deficitaditoay signal
processing and the perception of speech sounds in indiMidteners. First,
psychophysical forward-masking data were obtained andptrameters
of a peripheral auditory model were adjusted accordinglgitoulate the
individual listeners’ cochlear processing. Second, tieesedividuals were
tested in a Diagnostic Rhyme Test (DRT). These stimuli werzegssed
by the peripheral model obtained in the first phase. The tiaguinternal
auditory representation was analyzed by a detector and eatterns were
predicted along the acoustic-phonetic dimensions of th&.[2R important
feature of the DRT framework using synthesized diphonesth@separation
of errors originating from the periphery and detector, estpely. Most
error patterns were accounted for by the model, providingla hetween
the speech and non-speech data in hearing-impaired listelBaor patterns
were further predicted by a model which simulated reducedigeity only.
It was found that this model produced too few errors and miéid that supra-
threshold deficits have an influence on consonant confusioreearing-
impaired listeners.

5 This chapter represents a journal article manuscript ingyegjpn. The data and preliminary modeling
results were presented at the International Symposium onitéxydand Audiological Research
(ISAAR), Helsinggr, Denmark, 2009.
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5.1 Introduction

A major concern of hearing-impaired (HI) people is theirueed ability to reliably
communicate through speech. Some are more handicappediirctimmunication
than others, depending on the type and salience of theiingeBnpairment. Even
people with similar a hearing loss, in terms of audibilitgncdiffer greatly in their
ability to understand speech, particularly in complex aticuenvironments with
background noise, reverberation or multiple sound sourdesring aids can restore
audibility by amplifying speech signals and can improve $peech-to-noise ratio
(SNR) by different techniques, such as directional micoy@s and noise reduction
schemes. However, the benefit from the available technickitisns differ in
individual hearing-aid users. For some people, the heaidg restore the ability
to function almost normally in every-day communication,iletothers report only
limited or no benefit from hearing aids, particularly in deabing situations. It is
of great importance to obtain a better understanding of h@ptocessing of speech
sounds is affected by the individual hearing impairmentieoto identify the sources
of the variability in the speech-in-noise perception dat@ss listeners.

spects of hearing impairment which are not accounted fordmsitivity loss
are referred to as supra-threshold deficits, such as losdmesuitment, reduced
frequency selectivity and reduced temporal resolutioncivizlso are typical conse-
guences of a sensorineural hearing lod4oore et al. (1999 and Jepsen and Dau
(2010 showed that even hearing-impaired listeners with coniparaudiograms can
show large differences in their performance in tasks rdlaisupra-threshold deficits.
The differences may be associated with individual pattefrsuter hair-cell (OHC)
and inner hair-cell (IHC) damagedgpsen and Daw201Q Lopez-Povedeet al,
2009. Frequency selectivity, temporal resolution and intgnssolution are usually
measured by psychoacoustic experiments using synthatispeech stimuli such as
tones presented in noise maskers. It is unclear how thesgtslefie reflected in
psychoacoustic tasks with more natural stimuli such ascépekinking speech and
non-speech psychophysics might provide a step towardger ederstanding of the
variability observed, particularly in the speech data ofisteners.

Jepsen and Da2010 modified some of the parameters of computational



5.1 Introduction 131

auditory signal-processing and perception (CASP) modepgeret al, 2008 on
the basis of estimated basilar-membrane (BM) input-ou(pg@) function and the
audiogram. This was done on an individual basis for tenrete with cochlear
hearing loss, and individual differences were associatét differences in the
estimates of OHC and IHC loss. Their model accounted forasthmesholds deficits
such as broader auditory filters and reduced temporal gsolas well as reduced
sensitivity. An earlier version of the CASP model has eattieen used as a front
end in studies involving speech stimutolube and Kollmeie(1996 considered the
model of auditory perception fror@au et al. (19964 as the front end and derived
an intelligibility index. They accounted for the reducedeitigibility of speech in
noise for NH and HI listenersHolube and Kollmeier(1996 simulated effects of
hearing loss due to audibility and frequency selectivitywaver, these aspects were
not simulated as a direct consequence of cochlear compnessisuggested ifepsen
and Dau(2010. The same perception model front-end was used in an autmat
speech recognizer system Trthorz and Kollmeier(1999 with a Hidden-Markov
Model (HMM) back end, where it was shown that higher robussni noise was
obtained using the auditory processing front end compaveitiea commonly used
mel-scale cepstral coefficient feature extraction. Howetae to the HMM back
end it cannot be concluded whether the robustness is oltdine to the front-end
processing alone.

Models of the auditory periphery attempt to appropriatelgatibe a perceptually
relevant "internal representation” (IR) of the incomingisds. To investigate whether
the simulated IR provides a good match to the “real” IR, itrigotal that front-end and
back-end processing, for example in a speech recognitgirisy are clearly separated
(Ghitza 1993. The ultimate goal is not to obtain perfect speech recagnibut to
match human performance, and thereby to contribute to aerheitlerstanding of how
speech is processed in the auditory systé&imitza(1993 suggested that the cognitive
component involved in consonant recognition (both for hnsnand machines) could
be minimized by using the diagnostic rhyme test (DRMiers, 1983, because this
test represents a simple binary discrimination task. Hewetheir back-end stage
was found to be a source of errors since a HMM was used as arieeogeven after
attempts were made to keep its errors at a minimitassinget al. (2009 proposed
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a modeling framework to predict confusion patterns from DiRINH listeners, where
they further separated the peripheral model (front end)thadletector stage (back
end) by using synthesized DRT diphones. These allowed therset of a simple back
end which measures a perceptual distance to templatesen torééeep the back-end
errors at a minimum. Their framework and data was used to ume&saccuracies in
the front-end model’s internal representation of speech.

The goal of the present study was to investigate how degrametitory
processing, due to cochlear damage, affects speech percepindividual listeners.
This was done in the framwork of the synthesized DRT, usiegtASP modelJepsen
et al, 2008 Jepsen and Da010 as the front end and a detector similar to that
of Messinget al. (2009 as the back end. The separation of front-end and back-
end processing was of conceptual importance here, sindécteéd errors could thus
be uniquely associated with the front-end processing amdtigorovide a measure
of how well the CASP model, including the simulation of caednl hearing loss,
can describe the actual IR of speech sounds in individuairigeémpaired listeners.
For the simulation of hearing impairment, the front end wesdito the individual
listeners due to non-speech psychophysics, based on bedlagstimates of BM
I/O functions and the audiogram following the method sutgpei Jepsen and Dau
(2010. The peripheral model then remained unchanged for thelatioos of DRT
error patterns. If the model was able to predict individuabepatterns in the DRT
task based on individual fits to the non-speech tasks, thgraded performance in
the speech tasks could be associated with limitations iit lsaglitory processing in
the individuals. In order to resolve whether simulated DRDrs were accounted for
due to reduced sensitivity (audibility) alone, individeator patterns were simulated
using a configuration of the CASP model which only simulateduced sensitivity
without changing the BM processing stage.

A common measure of speech intelligibility is the speeclep&on threshold
(SRT), which is a single value typically defined as the SNRHitiv50% of a sentence
is correctly understood. Hl listeners commonly have higBlel's than NH listeners,
i.e., they need a larger SNR to recognize speech. The SRThdemzitically on
experiment-specific factors, such as speech materialgbackd-noise characteristics
as well as specific characteristics of the hearing loss. SBasnrements provide a
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useful tool to study the influence of a specific noise-type toaasmission channel on
speech intelligibility or to roughly quantify the commuatwon difficulties of hearing-
impaired listeners. However, a SRT value does not revealimdtion about which
elements of the speech that were received incorrectly arad tive source of the errors
was, for example in terms of specific hearing impairmeniofiesct

Other experiments using speech stimuli have been designeibtain more
detailed information about speech perception. One exaisifite DRT {oiers, 1983,
used in the present study, where consonant confusions caie&sured by consonant
discrimination along a number of acoustic-phonetic fezgur Another example is
the approach described Miller and Nicely (1955 where consonant recognition is
measured (at different SNRs) and consonant confusionrpattan be derived from
the data. This allows categorizing typical confusions mmie of perceptual features.
Phatak and Allerf2007) andPhataket al. (2008 extended the analysis of consonant
confusion patterns and provided a detailed analysis ind@fiperceptual consonant
groups.

Speech perception models have been useful, for examplgdbraging the effect
of room acoustics on speech intelligibility. The articidatindex (e.g.Kryter, 1962
ANSI, 1969 and later the speech intelligibility index (SIANSI, 1997 provide
estimates of the expected average speech intelligibilite signal that has been
distorted by a transmission-line. The Sll also includes mponent that addresses
hearing impairment, but only the loss of sensitivity is ddesed. The speech
transmission index (STISteeneken and Houtgad980, is based on the distortion
of the modulation depth through a transmission channeh asa reverberant room.
There are no standardized procedures to account for hdasagn the STI method,
but some attempts have been made to address this idsueetet al, 1986. More
recently,Elhilali et al. (2003 presented a model that analyzes (joint) spectra-temporal
modulations in the signal to predict speech intelligikilithey introduced the measure
of the spectro-temporal modulation index (STMI) which @batcount for effects of
degraded temporal modulations in a similar way as the STigcdwid further describe
effects of nonlinear distortions on speech intelligiikthich degraded the pattern of
spectral periodicities (spectral modulation).

In this study, the representation of speech sounds in theRdA&lel was used to
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predict the DRT error patterns of listeners with cochlearimg loss. The hypothesis
was that an appropriate simulation of sensitivity loss amgta-threshold deficits is
required to account for individual differences in the ermpatterns measured in the
same individuals.
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5.2 Experimental methods

5.2.1 Listeners

Three listeners with mild-to-moderate sensorineural ihgdoss participated in this
study. Listeners S1, S2 and S3 were 21, 45 and 27 years ofpbateely. All these
have had a hearing loss since their early childhood. S1 ande®2 regular users of
hearing aids while S3 did not use hearing aids. Only one eaach listener was
measured in the speech and non-speech tasks. The audiagfresmeasured ears
are shown in Fig5.1 (open symbols). The listeners were selected to have hearing
losses less than 55 dB HL at frequencies from 0.25 to 4 kHz rati@nale behind this
choice was to be able to measure performance in the spe&chithsut compensating
for audibility and thereby potentially introducing undesl distortion. The listeners
were paid for their participation on an hourly basis. Measwgnt appointments lasted
two hours and sessions had durations of about 30 to 45 minttaing sessions in
the forward masking task were run until no systematic impnognts were observed,
usually after two to four hours. For the DRT, three hours afning were provided.
The total testing time for each subject was about 16 to 20hdncluding training.
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Figure 5.1: Audiograms of the measured ears of the three léhkss. Pure-tone thresholds are plotted in
dB hearing level (HL). Open symbols indicate measured thidshwhile filled symbols indicate simulated
thresholds by the corresponding models (described in54c.
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5.2.2 Apparatus

Audiograms were provided by audiological clinics whileatther data were collected
in the laboratory of the Biomedical Engineering departm&nBoston University.
The stimuli were presented monaurally to the subject viadpkanes (Sennheiser
HD265) in a sound-insulated listening booth. Listenerpoesled on a computer
keyboard, following the instructions on a computer monlidaated in the booth. The
experiments were run on a personal computer with a 16-hiit-figality soundcard.

5.2.3 Temporal masking curves (TMC)

In the TMC experiment, forward masking of a fixed-level btigie was measured as
a function of signal-masker interval. The probe signal wpara tone with a duration
of 20 ms, which was Hanning windowed over its entire duratitime frequency £, )
was either 1 or 4 kHz. The signal was presented at 10 dB sendatiel (SL). The
masker was also a pure tone with a duration of 200 ms incluslints raised-cosine
on- and off ramps. The masker frequengy,] was equal tofs;, (on-frequency
condition) or0.6 - f,;, (off-frequency condition). The masker-signal intervabua 5,
10 ms and additional 10-ms increments until the subjectrteddin pilot runs) that
the masker level became uncomfortably loud, or reached thémum level of 95 dB
SPL. Stimuli were generated in Matlab at a sampling rate of 4#Hz. The masker
level was adjusted by the adaptive procedure to reach masgedl threshold. A
three-interval tree-alternative forced choice paradigneannection with a two-up-
one-down rule were applied. The reported thresholds rethec?0.7% point on the
psychometric function and represent the mean of at leasé timeasured thresholds.
The step size was varied adaptively, starting at 8 and eratidgdB, and thresholds
were an average of the levels at the last eight reversalsthétfiinal step size. The
listener received immediate feedback on whether a respgaseorrect or not.

5.2.4 The diagnostic rhyme test (DRT)

The DRT of Voiers (1983 uses 192 minimal pair diphones and was designed to
cover six acoustic-phonetic dimensions: voicing (VC), atiag (NS), sustention
(ST), sibilation (SI), graveness (GV) and compactness (CNhe diphones were
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synthesized by a text-to-speech system, such that thetacaaseforms only differed
in the initial consonant. The test stimuli had a sampling @t 16 kHz and were
identical to those used Messinget al. (2009. The noise was a Gaussian noise which
was spectrally shaped to have a long-term spectrum similspéech. Different noise
tokens were realized in the generation of the noisy stinTiile speech had a constant
rmslevel of 70 dB SPL and was presented in background noise asSMR and 10
dB. Eight repetitions of the 192 diphones were presentedoickl of 128 in random
order. The DRT is a binary consonant discrimination taskzed in a one-interval
two-alternative forced-choice method. The listeners wategiven feedback on their
responses. The performance of the listeners was evalugtibe lerror rate along the
six acoustic-phonetic dimensions. Examples of minimatspaie given in Tabl&.1
(see also,Voiers, 1983 Ghitzg 1993.
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Voicing (VC) Nasality (NS) Sustention (ST)
\oiced - Unvoiced Nasal - Oral Sustained - Interrupted
veal - feel meat - beat vee - bee
bean - peen need - deed sheet - cheat
gin - chin mitt - bit vill - bill
dint - tint nip - dip thick - tick
Z0o - Sue moot - boot foo - pooh
dune - tune news - dues shoes - choose
vole - foal moan - bone those - doze
goat - coat note - dote though - dough
zed - said mend - bend then - den
dense - tense neck - deck fence - pence
vast - fast mad - bad than - Dan
gaff - calf nab - dab shad - chad
vault - fault moss - boss thong - tong
daunt - taunt gnaw - daw shaw - chaw
jock - chock mom - bomb von - bon
bond - pond knock - dock VOX - box

Sibilation (SB)
Sibilated - Assibilated

Graveness (GV)
Grave - Acuté

Compactness (CM)
Compact - Diffuse

zee - thee weed - reed yield - wield
cheep - keep peak - teak key - tea
jilt - gilt bid - did hit - fit
sing - thing fin - thin gill - dill
juice - goose moon - noon coop - poop
chew - coo pool - tool you - rue
Joe - go bowl - dole ghost - boast
sole - thole fore - thor show - so
jest - guest met - net keg - peg
chair - care pent - tent yen - wren
jab - dab bank - dank gat - bat
sank - thank fad - thad shag - sag
jaws - gauze fought - thought yawl - wall
saw - thaw bong - dong caught - taught
jot - got wad - rod hop - fop
chop - cop pot - tot got - dot

Table 5.1: Examples of diphone minimal pairs in the six acotshionetic features. Each feature-block

contains 16 minimal pairs, thus there are 192 diphones in total
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5.3 Modeling speech perception

5.3.1 The front end

A schematic structure of the front-end, the CASP modepéeret al, 2008 Jepsen
and Day 2010, is shown in Fig.5.2 The acoustic stimuli are first processed
by the outer- and middle ear filters, followed by the duabremce nonlinear
(DRNL) filterbank Lopez-Poveda and Meddi®001) simulating BM processing. The
processing of the subsequent stages is carried out in @drethe frequency channels.
Inner hair-cell transduction is modeled roughly by halfveaectification followed by
a first-order lowpass filter with a cut-off frequency at 1 kHkhe expansion stage
transforms the output of the IHC stage into an intensitg-fidpresentation by applying
a squaring expansion. The adaptation stage simulates dychanges in the gain of
the system in response to changes in the input level. It stinsf five feedback loops
with time-constants in the range from 5 to 500 ms. For a statip input signals,
the output approaches a logarithmic compression. For ragudt variations the
transformation through the adaptation loops is more lileading to an enhancement
in fast temporal variations, such as onsets. The output efatteptation stage is
processed by a first-order lowpass filter with a cut-off frergey at 150 Hz, followed
by the modulation filterbank, which is a bank of bandpassréiltened to different
modulation frequencieD@u et al, 19973. For further details on the CASP model
stages, the reader is referred Jefseret al., 2008 and Jepsen and Da2010.

5.3.2 Simulation of individual hearing loss

Jepsen and Da(R010 described a method to adjust the parameters of the cochlear
stages of the model (DRNL filterbank and hair-cell transiunctgray blocks in

Fig. 5.2 to simulate degraded processing due to hair-cell loss. Mdunction of

the DRNL filters simulating normal hearing has a linear l@wvel part for input levels
below about 30-40 dB SPL, whereas compressive processigpisned above this
level. The transition between the linear and the compressiyion is referred to as the
knee point. Here, the 1/O behavior of the DRNL filterbank wdjiated to correspond

to the BM I/O functions estimated behaviorally in the thrddisteners, in terms of the
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Figure 5.2: Structure of the model’s front-end. The acouspat is processed by several stages of auditory
processing to form an internal representation with axe® tirequency and modulation frequency.

compression exponent and the knee point. The DRNL I/O fanatias assumed to be
linear for levels lower than the lowest measurable poinhandata. After parameters
were determined at 1 and 4 kHz, linear interpolation andagxtiation were used
to obtain parameter-sets for a range of filter center fregiesn0.1 to 8 kHz). The
suggested procedure also provided estimates of the efie€@$IC and IHC losses
with respect to sensitivity. OHC loss was derived from thedit/O functions and the
loss of sensitivity due to IHC loss was simulated as a liné@naation at the output
of the hair cell transduction stage. The model simulatingna hearing was denoted
MNH while models fitteds fitted to listeners S1, S2 and S3 wamtdl M1, M2 and
M3, respectively.
Model configurations which simulate individual loss of Sénisy only had BM

I/O behavior of the normal system, and the signal was attedwster the DRNL stage
to account for reduced sensitivity. These configurationgld/thusnotsimulate supra-



5.3 Modeling speech perception 141

thresholds deficits due hair-cell loss. These model cordigur were denoted Al, A2
and A3, respectively. These are also referred to as theitistgsonly" models.

5.3.3 Internal representation of the stimuli after auditory process-
ing

The output of the preprocessing stages, the internal reprason (IR) of the
respective input stimulus, has the dimensions tileflequency ) and modulation
frequency f). IRs were generated using DRNL filters in the range from 0.8 t
kHz, with 4 filters per equivalent rectangular bandwidth @@nnels in total) and
considering the first six modulation filters, with modulatifilter center frequencies
ranging from 0 to 46 Hz. Including more filters did not changefermance; therefore,
they were not considered in order to reduce the computdtioad. In the following,
the IRs are defined as the model’s response from time 150 tar&00In the first
150 ms, the response to the noise onset dominates, and tiendipnset had not yet
occurred. For the present purpose, this noise-onset regpess disregarded since it
did not influence the diphone recognition. Fig&.8 shows IRs generated from the
voiced/unvoiced minimal paitdaunt/ - /taunt/at the two tested SNRs 0 and 10 dB.
For illustrative purposes, the modulation filterbank wasrefjarded in this example
and replaced by a modulation-lowpass filter with a cut-adfjfrency at 8 Hz[§au et
al., 19964. This representation can be regarded as an auditory sge&in with axes
time and frequency. Darker colors reflect a larger interneitation.

In the top-right panel/@aunt/ voiced, SNR = 10 dB) it can be seen that there is
a strong response to the onset across frequency at about25he strong response
reflects a short "voice onset time". Multiple formant tragees are represented and
resolved in frequency. The top-left panel was generatel thi¢ same diphone but
at the lower SNR (0 dB). Here, the response to the diphonakigtess clear, since
there is a stronger overall response to the background doisd¢o the lower SNR.
The lower panels in Fig3.3 show corresponding IRs generated from the unvoiced
ftaunt/ Recall that a synthesized diphone pair only differs in thigal consonant.
The shown responses to the diphones were thus differentdbmmat time 200 ms and
the following 100-150 ms in this particular case. It can bensiat the onset of taunt
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Figure 5.3: Examples of internal representations (IRs) at$MRs. These are generated by replacing the
modulation filterbank with a lowpass filter with a cut-off frteency at 8 Hz. The left and right columns
show IRs at SNRs of 0 and 10 dB, respectively. The top row sHBs®f the diphonddaunt/ while the
bottom row of diphonétaunt/.

occurs earlier which indicates that thehas a longer duration or “voice onset time”.
One would expect a more pronounced high-frequecy onsedbngsdrom the transient
/t/, but this is is not visually clear in the figure. Since the pogpssing includes
adaptation the responses to the post-consonantal pai difthone are not identical
in a minimal pair, but exhibit small differences. Furthemmothe noise-tokens in a
pair were different. However, the post-consonantal paa wbisy diphone-pair, after
400 ms time point, differed by less than 6% of the total meguased-error (described
later).

The IRs produced at the output of individual modulationffdtare represented
by a series of auditory spectrograms - one for each modulati@annel. Figuré.4
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shows these IRs for the diphone palaunt/ - /taunt/at a SNR of 10 dB. The first
channel is a lowpass filter which contains the “direct-coti@®C) energy of the
signal after auditory processing. In the other five channelsan be observed that
for /daunt/ (left column), the strongest response has a shorter daratimpared to
/taunt/, while the excitation amplitude is higher (darker colorheThigh modulation
frequency channels thus also contributed to a detectioriffefehces in the diphone
pairs within the model.

Figure 5.5 shows IRs that reflect hypothetical hearing losses assumehei
model. Consequences of broader auditory filters, IHC losisaacombination of the
two are illustrated. In order to isolate the effects, thewRse generated using a linear
BM stage, the gammatone filterbank, which was also used iradiereversion of
the processing modeD@auet al, 19973. The IR of/daunt/ produced by this model
(without the modulation filterbank) is shown in the uppett lgdnel. To simulate
IHC loss, a constant attenuation of 25 dB was applied at tlireced stage across
frequencies. The corresponding IR is shown in the uppet gghel. Consequently,
the amplitude of the response is reduced in the entire IR{Heuspectral resolution
is unchanged. To simulate broader filters, the bandwidtibeigammatone filters
were increased by a factor of 2 in all channels, resultingy@lR shown in the lower
left panel. As a consequence, the excitation is smearedaémequency and signal
information is reduced due to less resolved spectral coemtsn A combination
of broader filters and IHC loss is presented in the lowertrjgdmel. Here, it can
be observed that the amount of information is strongly reducThe CASP model
fitted to the three individual listeners (described furtbetow, Fig.5.10 provides
IRs reflecting individual level- and frequency-dependeninbinations of reduced
sensitivity and reduced spectral and temporal resolution.

5.3.4 The back end

Messinget al. (2009 introduced the concept of using synthesized DRT diphonds a
a detector (back end) based on fhenorm. With their method, it can be assumed that
the source of model errors must be originating from the fiemd processing. Here,
the same synthesized diphones and the same detector wdreTasgplatesY) were
the IRs of each diphone presented in a random realizatidmeafidise, at a SNR of 5
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Figure 5.4: Examples of IRs in the six modulation channelsduaenodulations center frequencies at 0, 5,
10, 17, 28 and 43 Hz (top to bottom). The left column shows respoto/daunt, while the right column
shows the responses/taunt/ The SNR was 10 dB.



5.3 Modeling speech perception 145

Gammatone, normal tuning IHC loss (25 dB)

ll#‘

.25 \ N
b \m\\-.-.'.'.

Broader filters (2x) IHC loss and broader filters

Frequency (Hz)

i

hiee

0.5 0.2 0.3 0.4 0.5

Figure 5.5: Examples of IRs to illustrate front-end proaegsionsequences of simulated hearing loss.
They were generated using a lowpass filter instead of the ratdnlfilterbank, as in Figs.3. The upper
left panel shows the IR frofdaunt/using the gammatone filterbank as the BM stage. The upper régii p
shows the effect of a constant IHC loss of 25 dB. The lowerdhfiws the consequence of using broader
gammatone filter, where the ERBs are doubled in all channekslolier right panel exemplifies a response
with both constant IHC loss and broader filters.

dB. For a given test diphone, the IR was calculated at a pdattiSNR (IR,), and the
mean-squared-errors (MSES) between Hdd the two possible templates (e.g., for
/daunt/and/taunt/) was calculated across time, frequency and modulatioué&ecy.

The MSE represents thes-norm or Euclidean distance and is considered here as
representing thperceptualistance between test IR and template. The MSE between
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IR, and the correct templat&’{) was denoted MSEg, while the MSE calculated for
the corresponding wrong templafg,() was denoted MSE::

Z ZZI}IFI [YC t f7 mf) (t7 f7 mf)]2

MS ) =
Eo(2) NrNpNyp

(5.1)

N ST SN Vi (¢, f,mf) — IRa(t, f,mf)]?
NrNpNyp

MSEw (z) = (5.2)
wherebyt represents the time indeX, is frequency index anchf is the modulation
frequency index.Np, Nr and N, represent the total number of time, frequency
and modulation frequency indices, respectively. The aentm indicates that this
calculation is carried out for each of the 192 diphones. &tp is based on the
difference, AMSE = MSEy — MSE.. Messinget al. used ahard decision
criterion, where the detector chooses the template whiothyzes the smallest MSE as
representing the detected diphone. B&MSE < 0, a wrong decision was made, while
for AMSE > 0, the correct word was detected. In the present study, a pilitii
decision criterion was introduced which reflects the inticttbn of internal noise in
the model. In a binary task, the probability of being correben AMSE = 0 is 0.5.

In this new approach, the probability of being correct fakal a Gaussian cumulative
density function (CDF) withy = 0 and standard deviatiom, thus implying asoft
decision criterion.

2

CDF(z —
202

exp(——— )da (5.3)

/ \ﬁ o
To preserve the argumentationMéssinget al. (2009 that the source of model errors
reflects front-end processing, it was important thatas fixed at this stage. Notice
that the introduced stochasticity in this detector, untileback end in Messingf al.,,
now introduce back-end errors. Therefore, predicted gratterns will be presented
as the mean error rates across 5 runs of the simulation.

Figure 5.6 shows examples of thAMSE-distribution from actual simulations
using MNH, M1, M2 and M3. These show distributions producddlevsimulating
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the detection of voiced consonants (VC+) at the two testeRsSNThe distribution
produced by the MNH has most of tieMSE-values greater than zero at the higher
SNR (10 dB), while there is an increased numbeAMSEs smaller than zero at 0
dB SNR. In the bottom panels, it can be seen that the HI modgisrglly produce
narrower AMSE-distributions but no increase in the occurrencesA\MSE < 0
relative to the NH model. Consequently, the HI models woubtl produce more
errors compared to the NH model if the hard decision rule vezsiu However, the
values of AMSE are generally closer to zero in the HI models than in thenhiddlel.
Thus, the use of the proposed probabilistic decision @oitewill produce more errors
with the HI models.
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Figure 5.6: Example oAMSE-distributions (gray bars in histograms) from the four iedMNH, M1,

M2 and M3). These are produced from simulations of the VC+ dsizen Left and right columns show
distributions from 0 and 10 dB, respectively. The verticaskled line indicates the decision boundary at
AMSE = 0, where the probability of being correct, P(correct), wa%50 he solid curve shows the CDF
which determines P(correct) for detection as a functioAMSE. o of the CDF was constant at 25 in all
models.
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5.4 Results

5.4.1 Characterizing individual hearing impairment using non-
speech stimuli

Estimated BM input-output functions

The results from the TMC experiment are shown in FBgZ. The left and right
columns show the results at 1 and 4 kHz, respectively. Thaesirrepresent the
measured data obtained in the on-frequency masking condiffhe open squares
show corresponding data obtained in the off-frequency itimmd The horizontal
dashed lines indicate the thresholds for the signal witaoytmasker. The error bars,
indicating=+ one standard deviation, are typically smaller than the shatabol.

The off-frequency thresholds (squares) lie above the eqtfency thresholds
(circles), since an off-frequency masker produces leskimgshan an on-frequency
masker at the signal frequency. No data were obtained usagft-frequency masker
for S2 at the 4-kHz condition, since the necessary masketdaxceeded the limit
of the hardware (95 dB SPL). In order to be able to derive the IRMfunction in
this condition, the off-frequency TMC at 600 Hz, indicatadthe asterisks, was used.
For listener S2 at 1 and 4 kHz, and S3 at 4 kHz the slope of patte@n-frequency
TMC is steeper than the off-frequency TMC. This indicates &Wwhpression, and was
also observed, e.g., iINelsonet al. (2001) andJepsen and Da(2010. In the case
of S1 at 1 kHz, the on- and off-frequency TMCs are roughly lb&lrevhich indicates
no BM compression, i.e. linear processing. However, for 84 kHz and S3 at 1
kHz, it can be observed that the slope of the on-frequency Ti#ghallower than
that of the off-frequency TMC. This is not a typical resulttbfs experiment, which
has been conducted in several studies using Hl listenerg, Hés assumed that BM
processing cannot be expansive, and these data may reflpptapriate assumptions,
for these HI listeners, in the TMC method.

BM 1/O functions were derived from the TMC data following tipeocedure
suggested b\elsonet al. (200]). No data were obtained using the off-frequency
masker for S2 at the 4-kHz condition, since the necessarikenémsvels exceeded the
limit of the hardware (95 dB SPL). In order to be able to dethve BM I/O function
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Figure 5.7: Results of the TMC experiment for the HI listenefie left and right columns show results
where the signal frequency was 1 or 4 kHz, respectively. @pefe and square symbols indicate thresholds
in the on- and off-frequency masking conditions, respelgtiverror bars of one SD are generally smaller

than the symbol.

in this condition, the off-frequency TMC at 600 Hz was usetie Tircles in Fig5.8
represent estimated 1/O functions for the three listeriEnese were obtained by using
a method similar tdepsen and Da{2010: A straight line was in each case fitted to
the off-frequency masking data, which reflects the masked kat signal threshold as
a function of the masker-signal separation. These outpetdevere then plotted as
a function of the input level corresponding to the maskgnail intervals measured
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with on-frequency masking. The dotted line has a slope ofindieating a linear I/O
behavior.
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Figure 5.8: Measured and simulated BM I/O functions for threehHI listeners. Left and right columns
show the results at 1 and 4 kHz, respectively. The circlegsate the measured 1/O functions for listeners.
The dashed curve shows the 1/0O function for the correspagnBiRNL filter for MNH. The black curve
indicates the DRNL I/O function adjusted to fit the measuré&xdfiinction. The dotted line indicates linear
1/0 behavior.

The slopes of the estimated 1/0O function were calculated amed shown in
Table5.2 BM compression was found for listeners S2 at both 1 and 4 kg,
for S3 at 4 kHz, but in all cases slopes were higher than in Ntéfiers, i.e. above
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about 0.25. The three other conditions showed a slight esipar{S1 at 1 kHz) or a
substantial expansion (S1 at 4 kHz and S3 at 1 kHz). Indicaifaexpansion is not
a typical result of this experiment, which has been condlicteseveral studies using
HI listeners. Here, it is assumed that BM processing cane@xpansive, and these
data may reflect inappropriate assumptions, for these téhigs's, in the TMC method.
However, some studies reported a few listeners were theslpre higher than one
(up to 1.70 inRosengarett al. (2005 and up to 1.56 irstainsby and Moor&006)).

It remains unclear why substantial expansion was obseritedas not possible to
determine a knee point in any of the estimated 1/O functioeeh As inJepsen
and Dau(2010, the general observation was that I/O functions were diffeacross
listeners even though their sensitivity at the tested feegies was comparable..

Listener S1 S2 S3
BM compression, 1 kHz 1.34 0.36 2.88
BM compression, 4 kHz 2.01 0.66 0.64

Table 5.2: Estimated BM compression exponents in units of @B/d

Simulated BM I/O functions, sensitivity and frequency tumg

The dashed curve in Fi§.7shows the DRNL model’s I/O function for normal hearing
at the corresponding signal frequencies. Following theg@dore suggested drepsen
and Dau(2010, a set of frequency-dependent DRNL parameter$,(c andg) was
determined, such that the DRNL 1/O function fitted the BM l/&al In the three cases
where the estimated compression exponent was higher tles@xpansive). There are
no psychophysical or physiological data on the literathiet suggest expansive BM
I/O behavior, so when the present data suggest expansommadbdel processing was
assumed to be linear. The solid black curves represent teeé EXRNL 1/O functions.
The sensitivity loss due to OHC loss (dkc) was estimated on the basis of these
derived DRNL 1/O functions for 0.25, 0.5, 1, 2, 4 and 8 kHz. Madues of Hlgnc
for the three listeners at 1 and 4 kHz, and the range of estinitonc over all
frequencies are listed in Tab$e3. Values of Hlgnc of ranged from 10 dB to 45 dB.
Less compression was reflected by higher values. The IHCclasponent (Hkic)
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was assumed to represent the difference between the tosfigigy loss reflected in
the audiogram (Hkot) and Hlopg, i.e., Huyc = HLtot — HLone. The results for
each listener at 1 and 4 kHz as well as the range over all frexje are listed in
Table5.3. The HLyc estimates are in the range from 0 to 35 dB. Overall, the data
suggest that S1 and S3 primarily had lost sensitivity dueH€@ss, while for S2 the
sensitivity loss appears distributed equally between ORCIBC loss. The models
fitted to listeners S1, S2 and S3 were nhamed M1, M2 and M3. Pmethresholds
were predicted and are indicated by the black symbols in3zig.It can be seen that
the frequency dependent sensitivity is appropriately aoted for, typically within
10 dB. This was expected since the audiogram was used tardeeethe value for
HLnc.

Listener S1 S2 S3
HLonc at 1 kHz (dB) 35 25 35
HLownc at 4 kHz (dB) 45 35 35
HLownc range in filterbank  17-45 10-35 10-45
HLuc at 1 kHz (dB) 10 20 0
HLxc at 4 kHz (dB) 10 10 10

HL ¢ range in filterbank 0-15 10-35 0-10

Table 5.3: Estimated loss of sensitivity due to OHC and IHG limsdB. HLoyc-values were obtained
from the model’s individually fitted I/O function. Hhc was estimated from the value of ¢ and the
audiogram

Further individual differences were explored by invediigg the tuning of the
DRNL filters of M1, M2 and M3. The tuning of the filters was repeated by iso-
intensity response functions in Fi§.9. They are shown for four center frequencies
(at 0.5, 1, 2 and 4 kHz) and at two different input levels, 38&sfted) and 70 dB SPL
(solid). Such simulated filter tuning was shown to resembkxfilters measured
in individual listeners inJepsen and Da(2010Q. The top panel shows the level-
dependent DRNL tuning for MNH. The lower input level prodddbe most sharply
tuned response curves. This is a direct consequence of theression in the model.
The filterbank of M1 had completely linear BM processing; filters were generally
broader and had no dependency on level. The DRNL filters of @ tesidual
compression. The tuning was thus close to that of the NH mfudethe highest
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level and level-dependency could only be seen at 2 and 4 kHthédevels tested
here). The filters of M3 were broad and level-independent@afd 1 kHz, while
their relative sharpness increased for the higher cergguéncies. Level-dependent
tuning was only observed at 4 kHz.
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Figure 5.9: Simulated BM tuning for the four models (MNH, M1, f@d M3). The iso-intensity response
functions for DRNL filters are shown for center-frequencé®.5, 1, 2 and 4 kHz. The dashed curves were
produced from an input level of 30 dB SPL and the solid linefftd dB SPL. The tip gains are normalized
to the corresponding max filter gains.
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Simulated internal representations of speech sounds

Figure 5.10 illustrates how the simulated individual BM compressioreqguiency
selectivity and IHC loss affected the processing of the spe@gnals in the framework
of the model. The shown IRs of MNH and three HI models were gead from
/daunt/ at a SNR of 10 dB, in a manner similar to those of g, but here using
the individually fitted processing. The IR of MNH is identi¢a the upper right panel
of Fig. 5.3 and was re-plotted here for a better visual comparisonhénR of M1

it can be observed that the corresponding signal was lestveelsin frequency, and
the overall amplitude of excitation is reduced (brightdocs). This was expected due
to the linear BM processing, and consequently lower seitgitiFor M2 it is clear
that most low-frequency (< 500 Hz) information is lost duéfte reduced sensitivity
in these channels. The frequency resolution for the mid-tagd frequencies was
higher than for M1. This reflected the simulated residualpa@ssion M2. M3 show a
stronger excitation compared to M1 and M2, since listenen&Bthe mildest hearing
loss in terms of sensitivity. The frequency resolution dueed at least at frequencies
below 1 kHz, as expected from Fig.9.

5.4.2 DRT error patterns
Measured error patterns

The human performance in the DRT is presented as the erppeatentage in each
of the tested acoustic-phonetic dimensions; VC, NS, ST,Band CM. They are
further resolved in two groups, indicating whether theilatile was presenty) or not
(—). The chance level in this task was 50% and is indicated byldséed horizontal
line. The error rates are shown in Fig.11for the NH listeners and the three Hl
listeners, represented by the bars. These plots are réfeeres DRT error patterns.
These error rates also represent the target rates for thelmpoetlictions. The data
for NH listeners were taken froflessinget al. (2009 at the corresponding signal
level and SNR (their Fig. 9, panels "70dB SPL 0 dB SNR" and B5&PL 10 dB
SNR"). They represent mean errors of 6 NH listeners, andrttoe bars indicatet
one standard deviation (SD) across listeners. For the Nehkss, it can be observed
that the dimensions VE, ST+ and ST have the highest error rates. The remaining
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Figure 5.10: Examples of IRs of the four models (MNH, M1, M2 an8)MThey were generated from
diphone/daunt/at an SNR of 10 dB.

dimensions typically have error rates below 20% and for N&ettor rate is close to
zero errors. The general trend was that more errors wereipeadat the lower SNR (0
dB). According toMessinget al. (2009 these error rates are similar to those produced
with natural DRT stimuli.

The remaining data were obtained by the three HI listenethepresent study.
Here, the error bars indicate one SD across eight diphone repetitions within the
listener. Listener S1 clearly produced more errors thanNhklisteners at both
SNRs. ST+ has the highest amount of errors of about 60%, dixmpehance level.
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Figure 5.11: Measured error patterns of the DRT at the two$S{0Rnd 10 dB). The bars indicate the error
rate in percent in the six acoustic-phonetic dimensions;afd indicate if the attribute was present or not.
The data in the top row (NH) is re-plotted fropessinget al. (2009 in the SNR conditions corresponding

to those of the present study. The three remaining rows shtandeasured in the three Hl listeners of the
present study. Error bars indicat®ne SD. The horizontal dashed line indicates the chancede®©%.

For the dimensions VC, SB, GV and CM the amount of errors wa@iatwice
of that obtained in the NH listeners or higher. However, thatener showed good
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performance in the NS condition. Overall, slightly feweroes were found at the
higher SNR (10 dB). S1 had the worst overall performance antioe HI listeners of

this study. S2 showed a high error rate (above 30%) in all dgioss at 0 dB SNR,

except for NS. At SNR = 10 dB there a substantially fewer atreo it seems that S2
had a great benefit from the better SNR (except for dimensign ISterestingly, S2

was the only HI listener producing errors in dimension NShkigthan 6%. S3 also
shows a benefit from the better SNR, and had the best perfoera&nSNR = 0 dB

among the Hl listeners.

Simulated error patterns

The predicted error patterns of the models simulating nbimearing (MNH) and
individual hearing loss (M1, M2 and M3) are shown in Figl2 The error bars
indicate+ one SD across three model runs of the DRT. The error rates shgha
variability across runs, since a stochastic decisionriitewas used. The SDs were
typically within 4%. For MNH at SNR = 0 dB it can be seen thatoerrates for
VC, ST, SB and CM were about 20%. For GV they were about 28%,fanilS
the error rates were close to zero. At SNR = 10 dB there werergéy about 10%
fewer errors with a similar error pattern. Model M1 produceake errors than MNH.
At SNR = 0 dB there were about 5-10% more errors for ST, SB and @Mle the
other dimensions, VC, NS and GV, had about the same erroasater MNH. This
may indicate that the discrimination cues used in ST, SB avda@ less robust to
noise due to supra-thresholds deficits. At SNR = 10 dB there wenerally 2-13%
more errors than MNH, except for NS where both MNH and M1 poadzero errors.
There were slightly fewer errors at the higher SNR. For M2NMRS- 0 dB there was
generally about 20% errors, except for dimension GV whiath 32 and 34% errors.
At SNR = 10 dB there were fewer errors (up to 11%), especialfyN'S, SB and GV.
M2 was the only model that produced a substantial amountofsin dimension NS.
Model M3 generally had a very low error rates of about 10 to 289%6NR = 0 dB
and 4 to 20% and SNR = 10 dB. In dimension NS there were vistuadto errors.
Errors rates were mostly lower than those produced by MNHo#ét BNRs, which
was unexpected. It is unclear whether this reflect unréakatnulation of degraded
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auditory processing, or if the back end needs to be modifieppwopriately handle
the template matching after degraded auditory processing.
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Figure 5.12: Error patterns predicted by the four models (MINH, M2 and M3), corresponding to

Fig.5.11
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Comparison between human and model error patterns

The target error rates of the models were the individual hueraor rates. Ay?-
statistic was used to evaluate if the match between modehantn error rate was
significant. This metric was also usedMessinget al. (2009. It evaluates whether
error rates were statistically similar or different. Lowatues of the?-statistic reflect
closer matches. If thg2-value is lower than a critical value it cannot be rejecteat th
the errors rates are the same. For one degree of freedoniiitesd value is 3.84 at
confidence level of 95%. Here matches within the 95% levekbveansidered good.
Figure5.13shows they2-values in for the acoustic-phonetic features. Formalkgseh
values can only be positive, but here a sign has been addeditaie whether errors
were over- or underestimated. Negative values reflect tretrtodel produced too
few errors. The critical value is indicated by the horizdgiay lines. The bars were
colored black if the values exceeded the critical value. tRertwo SNR conditions
the MNH model produce close matches in most of the acousticygtic dimensions.
At the lower SNR (0 dB) for GV- the error were substantiallyemestimated. For the
models simulating hearing imapairment different trendgeap. For model M1 the
matches are genrerally fair, except for the ST+ dimesniorevee amount of errors
were substantially underestimated. This was also the aastné simulated errors
by model M3. Model M2 oervall produced a good match at the to8MR, but at
the higher SNR the model generally produced too many eriiirs. meany2-values
(without sign change) for the individual listeners at the tested SNRs are shown in
Table5.4. If the meany2-value was lower than the critical value (3.84) the simulate
error pattern was considered a fair overall match to the. detta mean critical value
was lower than the critical value in six of the eight condiso The two conditions
were there was a significant difference was for M2 in the 108MR condition and
for model M3 in the 0-dB SNR condition.

SNR(@B) MNH-NH M1-S1 M2-S2 M3-S3
0 3.82 3.78 3.01 6.74
10 2.09 2.52 7.72 3.76

Table 5.4: x2-values between measured and predicted error patternsigaebacross acoustic-phonetic
features in the DRT.
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Error patterns due to reduced sensitivity alone

The error patterns from by the models that only simulate cedusensitivity (Al,
A2 and A3) are compared to those simulating hearing loss duess of hair-cells
leading to reduced sinsetivity and suprathreshold defitits-ig. 5.14error patterns
are compared in terms of the error rate difference in peaggnpoints (pp). Zero
error rate differences represent perfect matches. Negadiks indicate that simulated
supra-threshold deficits contribute to a larger numbermirgin the DRT - up to 20%
in several cases. For the models simulating the peripheseépsing of listener S1 and
S2, itis clear that the supra-threhold deficits have a larfijiggnce, whereas for models
A3 and M3 produce similar amounts of errors. The simulatfoo the "sensitivity-
only" model are compared to the human data im¢hesense and the values are shown
in Table5.5. In none of the conditions the meaR-value falls within the critical limit
at 3.84. Thus, the relatively fewer errors produced by tlemsgivity-only" models
generally led to unreasonable macthes to the human datay?Faealysis was also
used to test whether the error patterns of the two modelsilating each listener, was
significantly different (bottom rows of Tabl5). Significant differences were found
in only two of the six conditions (A1/M1 at 10-dB SNR and A2/MR10-dB SNR).

SNR(@B) A1-S1 A2-S2 A3-S3

0 5.60 5.34 6.79
10 7.26 4.53 6.85
SNR(dB) Al-M1 A2-M2 A3-M3
0 1.80 2.02 0.53
10 4.19 7.22 0.69

Table 5.5: x2-values calculated to evaluate the matches between theitiggnponly” models and the
human data (top rows), and comparing the two model configusafianthe individual listeners (bottom
rows)
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Figure 5.13: The match of predicted and human error rates finstef x2-statistics. Gray bars indicate
cases where the value is lower than the critical value (3.849ck bars indicate cases where the critical
value is exceeded. Negative bars reflect that errors areestidvated by the model.
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Figure 5.14: Contribution from simulated supra-threshaifidits in terms of the error rate difference in
percentage points (pp). Negative bars indicate that siedilstipra-treshold effects lead to more errors.
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5.5 Discussion

5.5.1 Front-end processing

The predicted error patterns were in reasonable agreenignthe measured error
patterns, except for a few particular acoustic-phonetinedisions. This indicates
that the front-end processing, which was fitted to the hgadoss of the individual
listeners, appropriately simulates internal represemtatin the hearing-impaired
listeners. However, errors rates were systematically tgstienated in three particular
acoustic-phonetic dimensions. It is yet unclear if thiscdipancy is due to
inappropriate front-end or back-end processing. Siméaults were obtained for NH
listeners inGhitza(1993 andMessinget al. (2009. The result of this study is, to the
knowledge of the authors, the first time that a relation betwspeech and non-speech
data has been shown in listeners with cochlear hearing Oss.IR reflects aspects
of both sensitivity and supra-threshold deficits. The sated supra-threshold effects
are consistent with the current understanding of consemseaf cochlear damage,
that is, changes in frequency selectivity and temporallugisn. These effects are
crucial for describing the variability in results of HI lesters and can presumably
not be accounted for by using threshold shaped noise maskiagnodel of normal
hearing (e.g.Holube and Kollmeier1996. However, this was not explicitly tested
here.

The adaptation stage of the CASP model was crucial in ordecctount for,
among other aspects, temporal maskibg\et al, 1996a 19973 Jepseret al., 2008.
Such effects were not included in the front-end usedd@ssinget al. (2009. Another
effect of adaptation was logarithmic compression for stery inputs, e.g., for the
noise used in the present study. This reduced the dynamie raithe response to
the noise, and may be effectively similar to the concept efdynamic range window
introduced inMessinget al. (2009, which they assigned to simulate efferent control.
No stages of efferent effects were considered in the CASRemétbwever, in terms
of the predicted DRT error patterns for NH listeners, thefgrarance of the present
model and that of Messingt al. are comparable.

It was further found that the prediction using the modulafitierbank was better
than using an energy representation (eD@ay et al, 19963. Aspects of, e.g., onset
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timing was represented in more detail using the modulatitersiand adding up to
six modulation filters affected the pattern of erralsrgens and Bran@009 used an
earlier version of the CASP model as front-end. They useditstefour modulation
channels. It is unclear why they did not include filters tut@dhigher modulations
rates. In other auditory models intended as front-endsgeesh intelligibility, the
analysis was performed in time-framédessinget al. (2009 used temporal windows
of about 8-12 ms to find the short term average of the outputgedi$ and Brand
used down-sampling to get instantaneous output valueseay 0 ms (100 Hz). In
the present study, the temporal sampling rate of the IRs vikatz1which means that
more temporal information, e.g. fine-structure, was preseat frequencies up to 500
Hz which could be relevant for speech perception.

By using versions of the model that was fitted to the HI listspand simulating
only loss of sensitivity, it was explored how the simulatafrsupra-threshold deficits
affected the DRT error patterns. It was found, that for thedpations of the data for
two out of the three listeners, error rates were substintieiderestimated. This
indicates that simulation of reduced spectral and temp@solution does have a
considerable influence on the simulations relating to dpgecception. InHolube
and Kollmeier(1996 they attempted similar explorations, but they did not fiadye
effects of simulating broader filters in their predictiorishe data in their speech task.
However, they did not include realistic simulation of nalar cochlear processing in
their model.

5.5.2 Back-end processing

The underlying assumption in the detector was that the damisource of errors
produced by the model was due to insufficient informationiseriiminate a diphone
pair, after front-end processing. The use of the synthddideT stimuli, combined

with the template matching paradigm, allowed this assusnptHowever, due to the
adaptation stage in the CASP model the IR depends on theopgesamples over an
interval of 500 ms. However, it is likely that this side-effeloes not influence the
predicted error rate, since major contributions to theudated MSEs were within the
time-range of the initial consonant. The contribution frtm last 200 ms of the IRs
to the AMSESs was in the range from 0 to 6%.
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It remains unclear at which SNR the template should be g&stkrdn previous
studies using the CASP model to predict masking and disgatitin data, the SNR of
the template was usually at a high SNR compared to the expdetection threshold.
Here, a SNR of 5 dB, thus between the two tested SNRs (0 and L@&a8chosen,
similarly to Messinget al. (2009 who found this to be the optimal choice. This may
not necessarily be optimal using the CASP model as the fruht e

Jirgens and Bran@009 used perfeca priori knowledge of the stimuli to obtain
the best matches to human performance, that is, templatesdeeved from signals
identical to the test stimuli. They used naturally utteredsense logatoms. In order to
account for the variations in the stimuli they used a dynaime-warp stage in their
detector. This stage may introduce some errors, due todongression or expansion
and it is not possible to separate if predicted confusioarsrare due to this stage or
the front-end. Also, information about timing differenc@ghich may aid detection,
was lost in the dynamic time-warp stage. Timing cues are e&fgimportance in
discriminating consonants (e.@Régnier and Allen2008.

5.5.3 Limitations of the approach

The results obtained here with synthesized stimuli areulisgihce front end and back
end were clearly separated. The experimental data do netteftpect of natural
variations of uttered diphones. These variations depené.gn speaker differences,
co-articulation etc. The current detector cannot accoontHese variations in time
and frequency. Future studies should address this issue.

Here, templates were derived from signals embedded in ndfiseis assumed
that human observers have stored templates of speech sdhegsnay be "clean"
or there may be several templates representing a broad mdrngmeech sounds at
different SNRs. Itis also a question whether hearing-imgahlisteners have templates
reflecting a normally functioning periphery, or if they asljitemplates over time due to
their degraded representations (neural plasticity). Eberlers here had hearing losses
since early childhood, and templates were derived fromr timelividual impaired
auditory processing.

The error rates of the V€, ST+ and ST dimensions were substantially
underestimated. This was also a general problem in the moeslictions of
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Messinget al. (2009. These are also the conditions where the NH listeners sthowe
substantially worse performance in the DRT using synthdiffbones, compared to
natural diphonesMessinget al,, 2009. The missing capability to predict these error
rates may reflect that the detector of the present model isdnsitive to timing cues.
Voicing and sustention are the features which primarilyestepon timing-differences

in a minimal pair, while the remaining features depend maersmectral or spectro-
temporal differences. It is unclear if the human observarsise a timing precision
of about 1 ms in their decision, although the information nb&yavailable in the
peripheral representation.
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5.6 Conclusions

e Cochlear hearing loss in three individual listeners weraratterized due
to their audiograms and estimated basilar-membrane 1/@tifums. The
parameters of the cochlear stage of the CASP model were fittdtese data.
The model was then used as a front end in a speech detectemsyst

e The model with individualized front-ends could predict maspects of DRT
error patterns measured in the same listeners, except fewapérticular
conditions were DRT error rates are substantially undienes¢d by the model.
Since the modeling framework could separate front-end ackHend errors, the
capability of the model to predict the error patterns shdwsthere is a relation
between the limited auditory function, characterized anlihsis of non-speech
data, and speech perception.

e There were considerable differences between the predeted patterns by
the suggested model and a model that was designed to onlyasgmeduced
sensitivity in the individuals.

e The suggested framework, combining the CASP front end viighiiack end
based on synthetic DRT stimuli, might be interesting in &agpions, e.g., to
objectively assess the perceptual implications of signatgssing algorithms
of hearing aids in HI listeners.



General discussion

In this thesis, a model was proposed that simulates audsignal processing and
perception. This model was first developed to simulate thenally functioning
auditory system. The focus was to include a realistic c@rhpeocessing stage into
an existing modeling framework that assumed linear pracgsd this stage. Second,
it was shown how consequences of individual cochlear hganpairment can be
characterized experimentally and accounted for by the iottard, the peripheral
part of the model was used as a front-end in a speech recogmézégned for
consonant discrimination. It was shown that the model usidiyidually fitted front-
end parameters can account for many characteristics afitdhédual error patterns in
the data from hearing-impaired (HI) listeners.

The computational auditory signal-processing and peimep{CASP) model
was shown to account for various data from psychoacoustectien and masking
experiments (Chapte2). The inclusion of the nonlinear basilar-membrane (BM)
stage increased the predictive power of the model, paatilyuln conditions where
the results are affected by the level-dependent cochleaepsing, such as spectral-
masking patterns and forward masking. This was an imporesuilt since previous
studies had raised concerns about the combination of theressive cochlear stage
and the subsequent adaptation stage assumed in the matewoak Oerleth et
al.,, 2001). Here, it was shown that there was no principal limitatinoncombining
the two stages; however, it was necessary to include a stagwed-independent
expansion to account for the data in the tested experimeatalitions, particularly
in forward masking. Another key finding was that intensityaimination data could
be accounted for. The question was whether the compressigenpies of the BM
stage would results in an underestimation of intensity JNBBwever, intensity
discrimination data were accurately accounted for, simee linear off-frequency

169
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processing in neighboring channels of the cochlear filidthaodel dominates the
processing in this task within the model, since off-frequerhannels realize a
logarithmic compression. This results in JNDs of approxahyal dB. The model
was further modified in the modulation processing stage,ravliiee sensitivity to
high modulation rates (above 150 Hz) was reduced by a lowfilssssprior to the
modulation filterbank stage. Here, it was shown that the wedsbility to account
for temporal modulation transfer functions in narrowband wideband carriers was
preserved, at least for modulation rates at up to 250 Hz.

In Chapter 4, perceptual consequences of cochlear hearing loss imgjudi
sensitivity and supra-threshold limitations, were coaeséd in individual listeners.
For ten HI listeners, an individual parameter-set for thehbear stage of the CASP
model was derived, based on the experimental estimates of/BMunctions and
the audiogram. Individual frequency-specific estimateshef effect of outer hair-
cell (OHC) and inner hair-cell (IHC) loss on sensitivity weobtained. One key
finding was that these estimates varied largely acrossésse and could not be
predicted based on the audiogram alone. Within the modeddaced or lost BM
compression associated with OHC loss had direct consegaémcBM tuning. It was
shown that the model could account for individual frequeselectivity as measured
independently in all listeners, even though some systerdacrepancy was found at
one tested frequency. The model successfully accountatidandividual thresholds
in simultaneous- and forward masking conditions. The tesntlicate that individual
BM 1/0 behavior combined with the audiogram provide suffitismformation about
cochlear hearing loss to describe the tested supra-tHdesfiects.

The experimental characterization of BM I/O functions inapter4 showed
that stable estimates of BM compression as well as the If@tfon knee point are
useful quantities in order to simulate individual cochléaaring loss. Chapte3
described an attempt to extend the growth-of-masking (G&eriment Oxenham
and Plack1997). It was shown that the knee point of the BM I/O function could
be accurately estimated with the modified paradigm in asldito estimating the
amount of BM compression. The results demonstrated thagtanage of the BM 1/0
function could be estimated for a wider range of input le¥e&n in the case of the
original method by using two different masker-signal imggrconditions. The within-
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listener variability in the data was small compared to tloatnfd previously in the
alternative temporal masking curve (TMC) methdte(sonet al, 2001 Rosengard
et al, 2005. The extended GOM method thus represents a method of éistgma
BM I/O-functions which produces robust data. However, thpability to accurately
estimate knee point depends on the appropriate choice dfemaignal interval in
a particular experimental condition. For NH listeners, kinee point estimate was
obtained with a constant masker-signal interval. For Hehers, however, the choice
of masker-signal interval should be chosen individuallyrfeeasured ears, based on
pilot experiments. The suggested method could have beahtasebtain the BM
I/0 functions in Chapted, but it was decided to use the established and commonly
used TMC methodNelsonet al, 2007), since it was not yet explicitly shown if more
stable results could be obtained in HI listeners with the meathod. Furthermore the
method of ChapteB required more testing time compared to the TMC method.

The results reported in Chaptérshowed that consonant discrimination error
patterns were mostly accounted for using auditory prongssont-end that had been
fitted to individual cochlear hearing loss. The model's baokl and the synthetic
speech stimuli were designed such that front-end and badleors were separated.
Otherwise it would not have been possible to assign consodiserimination
error patterns to the degraded auditory processing in théetaaescribing hearing
loss. The results indicated that it is possible to use a mofieletailed auditory
preprocessing as a front-end in an speech intelligibifiggl@ation. The results further
indicated that there is a relation between the performaatexlividual HI listeners
in speech versus non-speech perception tasks. Howevényéar particular acoustic-
phonetic feature dimensions the errors were substantisiierestimated both for
MNH and the three model of hearing impairment. It is still lgac exactly why
this is the case, but the back end of the model may be too sengittiming cues
which are important in these partilar dimensions. The curfiedings support that
supra-thresholds consequences of cochlear damage aial touspeech perception,
and that audibility alone cannot be expected to explainatig speech perception
in HI listeners. In future studies, back-ends which can kandtural speech stimuli
(instead of the synthesized stimuli considered here) may e models that account
for data in a broader selection of speech materials.
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The modeling framework suggested in this thesis may bedstierg and useful
for applications, such as systems which objectively assgegch intelligibility
or audio quality, as perceived by hearing-impaired listeneFor example, new
compensation strategies or signal-processing algorithrhgaring aids (HA) could
be tested in a carefully designed system to give rough etsnaf the outcome
of listening tests, which are otherwise expensive and tioresuming. A scheme
for the objective assessment of the effect of hearing-aitgssing is suggested in
Fig. 6.1 Consider an assessment system where the model, with aebdc{such as
an optimal detector or speech recognizer), can accountofoesdata (non-speech,
speech intelligibility, sound quality etc.) from both NHstieners and a HI listener.
If hearing-aid processing is introduced prior to the moagresenting the impaired
periphery of the HI listeners, the implications of the HA gessing can be observed
at the output of the complete model. The outcome could thesob®ared to that of
the model of normal hearing. The HA processing could subessityibe adjusted
to match the performance of the NH model or to further reduterg e.g., in
consonant discrimination error patterns (see, e.g., @d&)t Subjective testing
cannot be expected to be completely replaced, but objeaigessment tools may
provide useful estimates of the effects of distortions amgrovements resulting from
the tested algorithms. Some of the experiments considetédsithesis to characterize
individual hearing loss are time-consuming. Thus, the satg framework is
probably not applicable to HA fitting in individual patientsélowever, for research
and development purposes, the experiments presentedhuere siot necessarily be
repeated, since the current modeling framework, includiggresults of this thesis,
already provides parameter-sets to describe a variety dfskéiners. These may
comprise a representative sample of current or potentaimg-aid users.

Stimulus Front-end Back-end Output

Masked threshold

|—] : |—>| Speech discrimination
CASP NH Optimal detector ofror pattern

Speech 1 compare

Speech in noise Heari 1 e
earin |—»| lasked threshold
aid 9 s CASPHI recognizer/detector |, Spoach discrimination

error pattern

Signal in noise

Figure 6.1: Example of a scheme to test perceptual implicatidrisearing-aid processing, using the
auditory processing model framework suggested in this thesis
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